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Highlights

- Robots with mind evoked aversion in prior studies (uncanny valley of mind)
- Two online experiments were conducted, testing human empathy as a countermeasure
- A robot shown in a harmful situation elicited higher empathy
- An indirect effect of the situation on likeability, via empathy, was observed
- A negative residual effect of showing the robot in a harmful situation emerged
**Abstract**

Equipping robots with sophisticated mental abilities can result in reduced likeability (*uncanny valley of mind*). Other work shows that exposing robots to harm increases empathy and likeability. Connecting both lines of research, we hypothesized that eliciting empathy could mitigate or even reverse the negative response to robots with mind. In two online experiments, we manipulated the attributes of a robot (with or without mind) and presented the robot in situations in which it was either exposed to harm or not. Perceived empathy for the robot and robot likeability served as dependent variables. Experiment 1 (N=559) used text vignettes to manipulate robot mind and a video that involved either physical harm or no harm to the machine. In a second experiment (N=396), both experimental factors were manipulated via the shown video. Across both experiments, we observed a significant indirect effect of presenting the robot in a harmful situation on likeability, with empathy serving as a mediating variable. Moreover, a residual negative influence of showing the robot in a harmful situation was detected. We conclude that the uncanny valley of mind observed in our studies could be based on the robot’s human-like imperfection, rather than descriptions of its supposed mind.
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1. Introduction

Due to rapid technological advancements, robotic technology has become much more complex, diverse, and visible in recent years (International Federation of Robotics, 2021; Yang et al., 2020). At the same time, people’s attitudes towards robots are not only ambivalent (Brondi et al., 2021; Stapels & Eyssel, 2022), empirical data suggest that attitudes towards robots have also become more negative in some parts of the world over the last years (Gnambs & Appel, 2019). As such, scientists from different disciplines are called upon to provide theory and empirical insight as to why people come to like or dislike certain robotic inventions. Offering a key piece of evidence in this regard, research indicates that perceiving mind (in terms of experience and agency) in a robotic machine may render it eerie and unlikeable (uncanny valley of mind; Appel et al., 2020; Dang & Liu, 2021; Gray & Wegner, 2012; Stein & Ohler, 2017). Yet, as novel robots are equipped with increasingly complex mental abilities to make them more social or useful (Bryndin, 2020; Hildt, 2019; Laird et al., 2017), it seems particularly worthwhile to find new ways of alleviating people’s aversion to machines with sophisticated mental capacities.

One possible approach to this—and the focus of our work—is to evoke empathy for the robot. According to prior theory and research, presenting robots in situations in which they are harmed tends to elicit empathy and, in turn, more positive evaluations by observers (e.g., Cameron et al., 2021; Gonsior et al., 2011; Rosenthal-von der Pütten et al., 2013). This effect should be enhanced for robots with mind, as people’s ability to empathize is intrinsically linked with perceptions of mental processes in others (Singer & Lamm, 2009). Therefore, the current project investigates whether depicting a robot that is physically harmed (vs. no harm) mitigates or even reverses the negative response to the robot in case it is described as possessing advanced mental abilities. Also, by using audiovisual stimuli, we
pursue a more immersive manipulation than the text-based approaches found in previous work on the uncanny valley of mind.

1.1 Robots in the Uncanny Valley (of Mind)

The prominent *uncanny valley* hypothesis (Mori, 1970; for recent reviews see Diel & MacDorman, 2021; Mara et al., 2022) states that responses to robots get more favorable with increasing human-like appearance until a steep drop is observed for highly human-like machines—prompting eeriness, disgust, or fear. At the high end of the human likeness dimension, user responses are expected to turn positive again, reaching the most positive levels for perfectly human-like robots. This non-linear relationship between human likeness and user responses should be even stronger for moving than for static entities (Mori, 1970).

Research that used morphed images found support for the uncanny valley hypothesis (e.g., Lischetzke et al., 2017; MacDorman & Ishiguro, 2006; Mathur & Reichling, 2009, 2016) but this line of research was criticized for the lack of external validity (Diel et al., 2022; Palomäki et al., 2018). A recent review and meta-analysis (Mara et al., 2022) demonstrated that higher scores on human likeness were absent in experiments that used realistic human-like robots. Moreover, scholars have raised doubt about the proposed curvilinear relationship (e.g., Hanson, 2005; MacDorman et al., 2009; Poliakoff et al., 2013), instead suggesting alternative hypotheses such as an *uncanny cliff* (Bartneck et al., 2007a). In sum, current evidence in traditional uncanny valley research suggests that increasing human likeness up to a certain point leads to negative user evaluations, while it is still uncertain whether and how these will improve once very human-like robots are available to be examined.

Beyond research on robots’ visual appearance, newer research is focused on the influence of mind attributed to a robot on user responses (Appel et al., 2020; Dang & Liu, 2021; Gray & Wegner, 2012; Müller et al., 2020; Stein & Ohler, 2017). According to Gray et al. (2007), mind can be distinguished into *experience* (i.e., the ability to feel emotions, have a
personality and consciousness) and agency (i.e., self-control, morality, memory, recognition, planning, communication, and thinking). The authors further reported that people use both dimensions to characterize the mind of healthy human adults—and might also be comfortable with assigning them to certain animals or mythological entities. While a basic degree of anthropomorphism and mind attributed to robots was found to have a positive influence on trust (Waytz et al., 2014), morality (Young & Monroe, 2019), or usefulness (Liu & Liao, 2021), ascribing human-like mind in terms of agency and experience (e.g., based on a complex artificial intelligence) to computers, smart speakers, or robots resulted in notable discomfort and apprehension (e.g., Appel et al., 2020; Brink et al., 2019; Gray & Wegner, 2012; Kang & Sundar, 2019; Taylor et al., 2020; Zafari & Koeszegi, 2020). For example, Appel et al. (2020) used text vignettes in which they described a new generation of robots. In a series of experiments, they showed that robots equipped with mental capabilities evoked higher eeriness than simple-tool robots. Not only did a robot with experience evoke the highest aversion, but also a robot with agency was rated less positive than a simple tool robot. This pattern of results was unaffected by the ascribed gender of the robot and attenuated (but not nullified) by introducing the robot to serve in a nursing environment.

Even though the relative contributions of the two mind dimensions (experience and agency) to these outcomes are a matter of on-going academic debate (e.g., Otterbacher & Talias, 2017; Yam et al., 2020), scholars warn that the growing mental prowess of machines can be detrimental to their success—pushing them into an uncanny valley of mind (Stein & Ohler, 2017). According to recent evidence (Appel et al., 2020; Gray & Wegner, 2012; Kang & Sundar, 2019) and in line with the evidence from the traditional uncanny valley research, it remains unclear how these negative responses to robots with mind could be overcome.

1.2 Interplay of Mind and Empathy
The current project scrutinizes a possible boundary condition and solution to users’ aversion towards robots with mind: Evoking user empathy as a protective mechanism against negative user evaluations (for introductions to empathy in human-robot interaction, see Malinowska, 2021; Vanman & Kappas, 2019). Numerous efforts in interpersonal research (Batson et al., 1997; Cao, 2013; Kaseweter et al., 2012; Lotz-Schmitt et al., 2017; Meuwese et al., 2017) provide evidence that there is a positive association between empathy and positive reactions and positive attitudes towards the target of one’s empathic response. Meta-analytical evidence (McAuliffe et al., 2020) suggests that representing an entity in a harmful situation is a suitable way to induce human empathy. Relocating this knowledge to human-robot interaction, when thinking about empathy for robots, the *computers as social actors* paradigm (Reeves & Nass, 1996) may readily come to mind. According to Reeves and Nass (1996), people tend to apply social norms from human-human interactions to their encounters with digital technology, not least including robots (Bartneck et al., 2007b; Eyssel & Hegel, 2012; Kahn et al., 2012; Lee et al., 2006). Thus, even if observers of robots are aware that these machines are inanimate objects, they tend to fall back on the same interaction scripts that they have acquired in real social interactions.

Building upon this framework, studies have uncovered that artificial entities are often ascribed human-like gender attributes (Nass et al., 1997), skills (Nass & Moon, 2002), and personality characteristics (Moon & Nass, 1996; Nass & Lee, 2001). Moreover, it has been shown that people not only feel empathy for other humans and animal species (e.g., de Vignemont & Singer, 2006; Young et al., 2018) but may also empathize with robotic machines (Horstmann et al., 2018; Mattiassi et al., 2021; Rosenthal-von der Pütten et al., 2013), wherein empathy is particularly likely to occur when similarities between humans and robots are salient (de Vignemont & Singer, 2006; Riek et al., 2009). In line with this evidence, people seem to be particularly prone to empathizing with machines that
demonstrate some level of experience (Choi et al., 2021; Nijssen et al., 2019). As such, we underscore the distinct role of advanced and human-like robot minds for empathic user responses. Considering that empathy has further been described as a promising way to prevent technology aversion (Diel & MacDorman, 2021; Gonsior et al., 2011) eliciting empathy might indeed emerge as a key protective factor against the uncanny valley of mind.

At this point, it should be mentioned that the term empathy used in our study refers to cognitive empathy, describing a human’s ability to understand another entity’s situation and feelings and being able to take its perspective (Cuff et al., 2016)—while still being aware of the self-other distinction (de Vignemont & Singer, 2006). Following the interpersonal literature, the computers as social actors perspective, and evidence from human-robot interaction research, we propose that depicting robots in physically harmful situations should be a particularly effective way of triggering user empathy—even more so if the robot is perceived to have mind.

1.3 The Current Project

Taken together, we pursue a novel approach to counteract the uncanny valley of mind by proposing user empathy as a particularly powerful psychological state that can make robots with complex minds seem more likeable. By these means, we expand upon earlier research on the interplay of mind and empathy, which has typically explored perceived robot mind as a dependent variable (Küster & Swiderska, 2021). In contrast to this prior approach, robot mind is used as one of our independent variables, accompanied by robot harm: A commonly applied method to induce empathy with machines is to depict them as they fail or are intentionally harmed by humans (Brščić et al., 2015; Menne & Schwab, 2018; Rosenthal-von der Pütten et al., 2013). Such depictions were further connected to more positive user evaluations than presenting robots in neutral situations (Gompei & Unemuro, 2015; Mirnig et
al., 2017; Ragni et al., 2016). This leads us to propose a mediation model, assuming that a harmful situation evokes higher empathy, which in turn leads to higher likeability.

**H1a**: A robot shown in a harmful situation evokes more likeability than a robot shown in a neutral situation (main effect of the situation).

**H1b**: This effect is mediated by participants’ empathy.

Next, we consider potential interaction effects with the robot’s mind, serving as a moderator variable. Matching the well-established fact that empathy is fostered by perceived self–other similarity (Cikara et al., 2011; Hasson et al., 2018), studies from the field of social robotics revealed that attributions of mind to machines prompt stronger empathic reactions (Choi et al., 2021; Lucas et al., 2016; Nijssen et al., 2019; Yam et al., 2020). As such, we hypothesize that robots with complex mental abilities should evoke stronger empathy in harmful situations than robots that appear as simple working tools without mind. Correspondingly, this experience should translate to improved likeability and, thus, to a reduction or potentially even nullification of the uncanny valley of mind effect. Accordingly, we propose an interaction effect between the independent variable situation and the moderator variable robot mind on both the dependent variable likeability and the mediator variable empathy:

**H2a**: If shown in a neutral situation, a robot without mind evokes more likeability than a robot with mind. This effect is reduced, nullified, or reversed if the robot is shown in a harmful situation (interaction effect).

**H2b**: This effect is mediated by participants’ empathy (moderated mediation).

### 2. Experiment 1

#### 2.1 Method

An online experiment was conducted to test our preregistered hypotheses (https://aspredicted.org/td2c7.pdf). We randomly assigned participants to conditions that
either introduced a robot with or without mind (Factor 1: robot mind), before depicting the machine in a neutral or harmful situation (Factor 2: situation). Thus, the study followed a 2×2 between-subjects design.

2.1.1 Participants

In prior research, the effect of mind (experience vs. tool condition) on eeriness amounted to $d = 1.05$ (Appel et al., 2020, Experiment 2). The lower bound of the 60% confidence interval (Perugini et al., 2014) was $d = 0.89$. We expected that the effect of the robot introduction could be smaller in our design, given that we presented our robot videos after the introduction and before the dependent variables. In consequence, we determined the focal effect size to be $d = 0.60$. A power analysis with G*Power (Faul et al., 2007) left us with an aspired sample size of 64 for a two-group main effect (two-tailed independent t-test, power = .80, alpha-error-probability = .05). To account for the more complex design and the power needed to identify an interaction effect, we multiplied this sample size by the factor eight (Giner-Sorolla, 2018; Simonsohn, 2014), leading to a proposed sample size of 512. We invited 650 U.S.-American residents from the MTurk online participant pool (selection criteria: hit approval rate > 97%, hits > 1000) to have a buffer if careless responding occurred.

Of the 650 completions, 20 participants did not have sufficient English skills, as indicated by a control question, and were therefore not included in our statistical analyses (Kennedy et al., 2020). While a self-report attention check was answered positively by all remaining participants, six individuals showed large (> ±3 years) deviations when asked twice about their age, leading to their removal from the data. Moreover, seven participants were excluded because their participation time was lower than 150 seconds. As treatment checks, participants were asked to indicate whether they had been introduced to a robot that is a simple tool or a robot that is characterized by mind and personality—and whether the robot
in the video had been harmed or not harmed by a human. Based on that data, an additional 49 participants did not describe the correct type of robot (43) or the depicted situation (6) and were therefore excluded, as well as nine participants who did not recognize an item shown in our stimuli as an additional attention check. The final sample consisted of 559 participants (270 female, 287 male, 2 non-binary or no answer) with an average age of 41.43 years ($SD = 12.04$, ranging from 22 to 78 years). In Experiment 1, gender was equally distributed across conditions\(^1\), $\chi^2(3, N = 557) = 6.11, p = .106, \varphi = .11$, as was the case for age $F(3, 555) = 1.46, p = .224$. Most of the sample described themselves as White American (77.64%), followed by Black/African American (9.12%), Asian American (5.90%), and Hispanic/Latino (5.01%).

2.1.2 Stimuli and Procedure

After giving informed consent, participants were exposed to the experimental manipulations. As is common in the research field, our first experiment made use of vignette texts to introduce participants to a robot with different degrees of mental sophistication. One text described the robot as a *tool robot* managing its everyday tasks without any complex mental capabilities. In contrast, the other text described the robot as being able to feel and think based on complex artificial intelligence technology (see online supplement for the full materials). The design of this manipulation followed prior research (Appel et al., 2020; Gray & Wegner, 2012; Ward et al., 2013), as we hoped to uncover consistent evidence of the uncanny valley of mind. In a significant deviation from previous work, however, we next presented participants with brief videos (50 seconds) showing a humanoid robot (Atlas model by Boston Dynamics), claiming it to be the machine from the vignette texts. In the first condition of this manipulation (*harmful situation*), we showed the robot as it attempted to pick up a box but was repeatedly stopped by an adult man, who used a hockey stick to push...

\(^1\) The two participants who answered “diverse” or “no answer” when being asked for their gender were not included in this analysis.
the box out of the robot’s reach. At the end of the video, the robot was further pushed to the
ground by the human with the hockey stick that had pushed the boxes away in the first half of
the video. The last scene shows the robot lying on the floor after it has been knocked down
by the human with that stick. The second video (*neutral situation*) showed the robot
successfully putting boxes into a shelf and walking around on several surfaces. After
watching the assigned video, participants rated the likeability of the shown robot as well as
their experienced empathy. Additionally, they answered several attention check and control
items before providing sociodemographic data. In the end, participants were thanked and
debriefed. The MTurk participants were compensated with 1 USD for their participation in
our experiment, which took about five minutes. The internal review board at at the Human-
Computer-Media Institute of the Julius-Maximilians-University of Würzburg approved the
experiment (reference 010721). On the final pages, we asked participants whether or not they
had seen parts of the video before. A large majority of participants (93.12%) reported not
having watched parts of the video prior to this study.

### 2.1.3 Measures

**Likeability.** To assess the robot’s likeability, we used the five likeability items of the
Godspeed Questionnaire (Bartneck et al., 2009). The semantic differential scales ranged from
1 to 5, \(M = 3.77\) (\(SD = 0.82\)), Cronbach’s \(\alpha = .93\).

**Empathy.** We assessed the participants’ state empathy towards the robot with an ad-
hoc scale based on the work by Oswald (1996). The three items “empathic”, “softhearted”,
and “compassionate” were presented on a 5-point scale ranging from 1 (*does not at all
describe how I feel*) to 5 (*describes how I feel extremely well*), \(M = 2.90\) (\(SD = 1.44\)),
Cronbach’s \(\alpha = .98\).

### 2.2 Results
We first tested the hypothesized main effect (H1a) and the interaction effect (H2a) pertaining to robot likeability using an analysis of variance (ANOVA). A small but significant main effect of the situation was found, $F(1, 555) = 4.27, p = .039, \eta_p^2 = .01$, supporting H1a. Likeability was higher for the robot in the harmful situation ($M = 3.84, SD = 0.86$) than for the robot in the neutral situation ($M = 3.70, SD = 0.76$). Neither a main effect of robot mind, $F(1, 555) = 0.49, p = .483, \eta_p^2 < .01$, nor an interaction effect between both factors was observed, $F(1, 555) = 0.22, p = .639, \eta_p^2 < .01$. Thus, H2a has to be rejected based on our data. The main descriptive results of both experiments are displayed in Table 1.

Additionally, the results for Experiment 1 are illustrated in Figure 1.

**Table 1**

*Likeability and Empathy Means and Standard Deviations for Both Experiments*

<table>
<thead>
<tr>
<th>Situation</th>
<th>Likeability</th>
<th>Empathy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mind</td>
<td>Tool</td>
</tr>
<tr>
<td></td>
<td>$M$</td>
<td>$SD$</td>
</tr>
<tr>
<td>Experiment 1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Harmful</td>
<td>3.88</td>
<td>0.88</td>
</tr>
<tr>
<td>Neutral</td>
<td>3.71</td>
<td>0.81</td>
</tr>
<tr>
<td>Experiment 2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Harmful</td>
<td>3.51</td>
<td>0.89</td>
</tr>
<tr>
<td>Neutral</td>
<td>3.71</td>
<td>0.86</td>
</tr>
</tbody>
</table>


**Figure 1**

*Likeability and Empathy Means (with Standard Errors of the Mean) Depending on Robot Condition and Situation in Experiment 1*
Focusing on the variable empathy, a second ANOVA yielded a significant main effect of the situation, $F(1, 555) = 92.65, p < .001, \eta_p^2 = .14$. Empathy was higher for the robot in the harmful situation ($M = 3.45, SD = 1.41$) than for the robot in the neutral situation ($M = 2.35, SD = 1.25$). In contrast to this, neither a main effect of robot mind, $F(1, 555) = 0.23, p = .628, \eta_p^2 < .01$, nor an interaction effect could be uncovered, $F(1, 555) = 1.60, p = .207, \eta_p^2 < .01$.

Proceeding to the relationship between the mediator and dependent variables, we found a significant correlation between empathy and likeability, $r(557) = .59, p < .001$. Furthermore, the mediation model formulated in H1b was supported by our data. Using the PROCESS macro for SPSS software (Hayes, 2018), a significant indirect effect was observed, $B = 0.40$, bootstrapped $SE = 0.05$, bootstrapped 95% CI [0.31, 0.51]. Figure 2 presents an overview of the parameters uncovered in the mediation analysis. In addition to the indirect effect, we found a negative direct (i.e., residual) effect of the situation on likeability.

**Figure 2**

*Results of the Mediation Model of Experiment 1*
In line with the reported non-significant interaction effects of the ANOVAs (see Figure 1), no significant index of moderated mediation (\(= 0.11\), bootstrapped \(SE = 0.08\)) was observed, bootstrapped 95% CI \([-0.06, 0.27]\). Thus, \(H2b\) was not confirmed.

### 2.3 Discussion

Consistent with earlier research (Menne & Schwab, 2018; Rosenthal-von der Pütten et al., 2013; Seo et al., 2015), our results reveal that humans indeed feel empathy for robots that are presented in a physically harmful situation. Furthermore, the increase in empathy for the robot significantly predicted higher likeability, leading to statistically relevant indirect and total effects. This suggests that making observers empathize with a human-like machine may indeed hold strong merit for efforts to increase technology acceptance.

To our surprise, however, the robot with mind was rated as likeable as the robot without mind in the neutral situation in our experiment—indicating that participants were not particularly dismissive of a robot with advanced abilities. Furthermore, a negative direct (i.e., residual) effect of the depicted situation on likeability occurred, in that the harmful situation made the robot seem less likeable once empathy was taken out of the equation. Apparently, this implies that some unobserved factors led participants to feel less positive about the harmed robot—although this effect was ultimately overridden by the positive indirect effect via increased empathy.

In summary, our results indicate that the situation in which the robot was presented affected our participants’ evaluations much more than its alleged mental capacities. This suggests that the interplay between robot mind and empathy might be less pronounced than previously assumed. At the same time, we cannot rule out that our results depended on the way our stimuli were perceived by participants. Since psychological insight shows that visual cues are usually processed with higher priority (Hernández-Méndez & Muñoz-Leiva, 2015;
Koć-Januchta et al., 2017; Navon, 1977), it is possible that the video manipulation (of the situation) affected our participants more than the text manipulation (of robot mind). Due to this methodological limitation, we decided to conduct a second experiment based on video materials that manipulated mind and situation at the same time.

3. Experiment 2

Surprisingly, one of our main assumptions—a robot with human-like mind should be ascribed less likeability than a robot without mind in a neutral situation—was not supported in the first experiment. In order to rule out the possibility that this was due to the modality of the chosen manipulation, we conducted a second experiment with a focus on video recordings for the realization of our conditions. Specifically, we created four videos that manipulated both the situation (harmful vs. neutral) and the robots’ mind (robot with mind vs. robot without mind). Again, the study followed a 2×2 between-subjects design and was preregistered in terms of hypotheses, materials, and planned analyses (https://aspredicted.org/cs63u.pdf). Regarding our specific assumptions, we pursued the same propositions as in Experiment 1.

3.1 Method

3.1.1 Participants

To calculate the required sample size, we once more relied on the effect size reported by Appel et al. (2020, d = 1.05). The lower bound of the 60% confidence interval (Perugini et al., 2014) was d = 0.89 and used for the power analysis as written and visual stimuli were now combined into a single treatment. Using G*Power software (Faul et al., 2007), we obtained an aspired sample size of 42 for a two-group main effect (two-tailed independent t-test, power = .80, alpha probability = .05). To account for the more complex design and the power needed to identify an interaction effect, we multiplied this sample size with the factor 8 (Giner-Sorolla, 2018; Simonsohn, 2014), leading to a proposed sample size of 336. Yet, to
guarantee enough power in the case of some careless responding, we asked 400 persons of the Prolific participant pool to participate in the online experiment.

Of the 400 completions, a single participant did not have sufficient English skills and was therefore removed from our statistical analyses (Kennedy et al., 2020). Another three participants had large (> ±3 years) deviations when asked twice about their age. A control question on the general topic of the study was answered correctly by all participants and no individuals had to be excluded based on their answering duration. Lastly, we used two treatment check items asking participants whether the robot had been damaged or not and whether it was described with or without elaborate mental abilities. However, since we retrospectively noticed some problems with the wording of these items, we decided against using them as an exclusion criterion (as initially planned)\(^2\). To compensate for this, an additional test of our materials’ validity was carried out, yielding positive results (please see section 3.1.3).

The final sample consisted of 396 participants (232 female, 154 male, 10 non-binary or no answer) with an average age of 38.66 years (SD = 14.06, ranging from 18 to 82 years). As in Experiment 1, gender was equally distributed across conditions\(^3\), \(\chi^2(3, N = 386) = 5.62, p = .131, \phi = .13\), as was the case for age \(F(3, 329) = 0.43, p = .733\). Most participants described themselves as White American (80.30%), followed by Asian American (6.82%), Black/African American (5.56%), and Hispanic/Latino (4.29%).

### 3.1.2 Stimuli and Procedure

Four different videos were created to manipulate the robot’s mind and exposure to harm. Each clip had a duration of approximately 80 seconds, including five scenes each (see online supplement for the full screenplays). Again, the videos showed the humanoid robot

\(^2\) See the online supplement for further details about the in- and exclusion of participants.

\(^3\) Ten participants who answered “diverse” or “no answer” when being asked for their gender were not included in this analysis.
Atlas in a laboratory setting, albeit covering a much broader range of harmful (harassment by a human confederate with a stick, robot knocked down with a stick) or harmless situations (simple working tasks, human pushing a box with a stick). Moreover, addressing our second experimental factor robot mind, a female narrator described the robot and its capabilities.

Subtitles were added to make sure that this information remained salient even if participants felt inclined to focus more on the visuals. The robot was described either as a sophisticated co-worker that could act independently of human commands and feel some forms of emotions due to its neural network technology—or as a simple tool that had to be explicitly programmed for all relevant tasks.

Following the presentation of the randomly assigned video in Experiment 2, participants rated likeability and empathy, answered several attention check items, and questions about their sociodemographic background. Again, most of the sample (91.14%) had not watched the original parts of the video prior to the study. We thanked them for their participation and debriefed our participants. The Prolific participants were compensated with 1 USD for their participation in our experiment, which took about five minutes. The internal review board at the Human-Computer-Media Institute of the Julius-Maximilians-University of Würzburg approved the experiment (reference 091221).

3.1.3 Additional Data on the Success of the Experimental Manipulation

To test the successful creation of the videos inducing the manipulation of robot mind and the harmful situation, an independent online sample of 423 participants was exposed to the stimuli (see online supplement S6). Like the sample in the main study, the additional sample was recruited via Prolific ($M_{age} = 43.55, SD_{age} = 14.81, 225$ male). We relied on four items by Gray and Wegner (2012) to test perceived robot mind ($M = 3.14, SD = 1.76$, Cronbach’s $\alpha = .87$) and on four self-created items ($M = 2.39, SD = 1.83$, Cronbach’s $\alpha = .95$) inspired by Rosenthal-von der Pütten et al. (2013) to test the perception of harm in the shown
situation (see online supplement for details). These items were presented on 7-point scales ranging from 1 (*strongly disagree*) to 7 (*strongly agree*).

Results revealed that the robot described to have human-like mental capabilities was perceived to have mind to a much larger extent ($M = 4.31, SD = 1.50$) than the tool robot ($M = 2.03, SD = 1.71$), $t(421) = 17.48, p < .001, d = 1.70$. The shown situation also yielded the expected effect: The robot in the harmful situation was perceived to be harmed more ($M = 3.60, SD = 1.94$) than the robot in the neutral situation ($M = 1.32, SD = 0.73$), $t(421) = 16.32, p < .001, d = 1.59$. This additional data based on an unrelated sample corroborated our assumption that the videos lead to the intended effects in terms of participants’ perceptions of harm and mind.

### 3.1.4 Measures

**Likeability.** To assess the robot’s likeability, we again used the five-point likeability scale of the Godspeed Questionnaire (Bartneck et al., 2009), $M = 3.50 (SD = 0.85)$, Cronbach’s $\alpha = .92$.

**Empathy.** We used the same items by Oswald (1996) as described in the first experiment, $M = 2.39 (SD = 1.22)$, Cronbach’s $\alpha = .97$.

### 3.2 Results

Since we retained the hypotheses from the first experiment, all analyses follow the same data analysis plan (see Figure 3 for the main results). Considering the dependent variable likeability, no main effect of the situation was found, $F(1, 392) = 2.97, p = .086, \eta^2_p = .01$. In contrast to H1a and the results of Experiment 1, likeability scores for the robot in the neutral situation ($M = 3.56, SD = 0.79$) and the robot in the harmful situation ($M = 3.42, SD = 0.91$) did not differ. However, a significant main effect of robot mind could be observed, $F(1, 392) = 7.60, p = .006, \eta^2_p = .02$. The robot with mind was rated as more likeable ($M = 3.61, SD = 0.88$) than the robot without mind ($M = 3.38, SD = 0.81$). The interaction effect did not
reach statistical significance, \( F(1, 392) = 0.30, p = .587, \eta_p^2 < .01 \). The direction of the mean difference and the absence of an interaction effect were in contrast to our expectations. Thus, H2a was rejected.

Proceeding to the investigation of the outcome empathy, a main effect of the situation was found, \( F(1, 392) = 6.38, p = .012, \eta_p^2 = .02 \). Empathy was higher for the robot in the harmful situation \( (M = 2.55, SD = 1.30) \) than for the robot in the neutral situation \( (M = 2.23, SD = 1.12) \). Additionally, the ANOVA revealed a main effect of robot mind, \( F(1, 392) = 27.65, p < .001, \eta_p^2 = .07 \). The robot with mind \( (M = 2.70, SD = 1.24) \) evoked higher empathy than the robot without mind \( (M = 2.07, SD = 1.12) \). Yet, the interaction term did not reach statistical significance, \( F(1, 392) = 0.01, p = .768, \eta_p^2 < .01 \).

Finally, we focused on the interplay of our outcome measures as well as a potential mediation (Figure 4). Again, empathy and likeability were found to be significantly correlated, \( r(394) = .57, p < .001 \). Moreover, the mediation model formulated in H1b was supported by our data. As hypothesized, a significant indirect effect occurred, \( B = 0.12, \) bootstrapped \( SE = 0.05 \), bootstrapped 95% CI \([0.03, 0.23]\). In line with the reported non-significant interaction effects of the ANOVAs, no significant index of moderated mediation \( (= 0.03, \) bootstrapped \( SE = 0.10) \) was observed using the SPSS macro PROCESS (Hayes, 2018), bootstrapped 95% CI \([-0.17, 0.23]\). Thus, H2b was again not confirmed by our data. As in Experiment 1, we observed a negative direct effect of the situation on likeability, indicating that a robot presented in a harmful situation evoked less likeability than a robot presented in a neutral situation if the effect on empathy is statistically controlled (see Figure 4).
Figure 3

Likeability and Empathy Means (with Standard Errors of the Mean) in Dependence of Robot Condition and Situation in Experiment 2

Note. Error bars represent ± 1SE.

Figure 4

Results of the Mediation Model of Experiment 2

3.3 Discussion

By presenting one out of four videos that combined the manipulation of robot mind and harm into a single treatment, we made sure that neither manipulation was able to override the other from an attentional point of view. Furthermore, we employed a broader range of situations, extending the videos of Experiment 1 in duration and complexity, and offered a more detailed description of the robot’s supposed mind to strengthen the rigor of our manipulations. Consistent with Experiment 1, our empirical efforts showed that observing a human-like robot in a harmful situation prompted empathy, which led to more liking as part
of a significant indirect effect. Contrary to Experiment 1, however, the harmful situation did not evoke higher likeability than the neutral situation in terms of a total (main) effect. This finding can be attributed to the residual negative effect of presenting the robot in a harmful situation; with positive indirect and negative direct effect again opposing each other. Since the mediation effect was smaller this time around, the total effect ultimately turned out insignificant.

Regarding the role of the robot’s mind, our second experiment yielded a slightly different picture compared to the first experiment. Now, a robot with complex mental abilities was not only liked as much as its simpler counterpart in neutral situations but actually preferred by our participants. Similar to the surprising negative residual effect of the shown situation on likeability, we believe that these unexpected findings warrant deeper discussion.

4. General Discussion

For several centuries, humans have indulged in the idea of co-existing with advanced robotic machinery, as countless works from literature and the arts vividly illustrate. Be it the deceptively human-like Olympia in E.T.A. Hoffmann’s novel “The Sandman” (1816/2012) or the sophisticated androids in modern science fiction movies: In most artistic visions, robots are conceived as highly anthropomorphic beings, which are equipped with impressive mental competence. As real-world technology has started to catch up with fiction, however, researchers eventually noted that people tend to become apprehensive once a machine’s mind resembles the ‘human’ way of thinking or feeling too closely (e.g., Gray & Wegner, 2012). This presents a notable problem, as a whole industry sector currently focuses on the creation of increasingly intelligent technologies.

Due to the fact that people are able to empathize with human-like machines (e.g., Menne & Schwab, 2018; Rosenthal-von der Pütten et al., 2013), we explored the idea that
empathy for robots might help to mitigate the uncanny valley of mind. In line with our hypotheses, both experiments revealed that presenting a robot in a physically harmful situation leads to higher empathy than a depiction without harm. In turn, this response predicted higher likeability, culminating in a significant mediation effect—consistently in both studies. As such, we want to underscore empathy as a highly relevant mechanism to improve users’ evaluation of human-like technology. Also, since our second experiment indicated that robots with mind could indeed trigger stronger empathic reactions than simple tool robots, social cognitive processes may hold particular relevance to ensure the approval of such innovations.

At the same time, it is important to point out that in both experiments, the sizes of the respective effects turned out rather moderate or small, so that they should be interpreted with the appropriate caution. Further, a rather surprising takeaway from our empirical efforts emerged as we did not observe stronger aversion towards the mind robot in neutral situations—in other words, no uncanny valley of mind effect. Especially Experiment 2 showed that the robot that was described as having more complex abilities was perceived more positively than its tool-like counterpart, thus contradicting previous studies.

4.1 Uncanny Valley of Mind Revisited

The uncanny valley of mind has primarily been approached with text vignettes about innovative machinery that may exist in the future (e.g., Grundke et al., 2022; Taylor et al., 2020). With our combination of texts and videos (Experiment 1) or videos (Experiment 2) as stimuli, we could not replicate the negative effect of perceiving minds in machines. Several possible reasons need to be noted. First of all, the robot in our video clips did not actually demonstrate any of the advanced capabilities that were described in our complementary vignettes or narrations; instead of “thinking” or “feeling,” it was mostly shown moving around or executing physical tasks. In all probability, our decision to only make use of pre-
existing, natural video materials may have limited our ability to show particularly aversive or eerie situations in this regard. As previous literature has highlighted that people might be especially wary of new technology acquiring social and emotional abilities (e.g., Appel et al., 2020; Stein & Ohler, 2017), it seems necessary to follow up on the presented work with materials that actually depict human-robot interactions as well as affective reactions by robots. For the current project, however, we cannot rule out that the robots in the presented video clips ultimately appeared much simpler than the hypothetical machines described in other studies (Appel et al., 2020; Gray & Wegner, 2012)—thus falling short of the uncanny valley of mind.

Another important clue to the obtained lack of findings might be the undeniable importance of a robot’s appearance for people’s evaluation (i.e., the classical uncanny valley). Explicitly comparing the impact of visual and mental aspects, recent literature suggests that participants tend to focus more on a machine’s design than its abilities when evaluating its eeriness (e.g., Ferrari et al., 2016; Stein et al., 2020). Arguably, this matches the broader psychological understanding of human information processing, as visual cues often take immediate priority over other available information (e.g., Hernández-Méndez & Muñoz-Leiva, 2015; Koč-Januchta et al., 2017; Navon, 1977). Further complicating matters, interaction effects may ensue, as different robot appearances (e.g., having a face or no face) might modulate the corresponding attributions of mind. Atlas, the robot shown in our video materials, only possesses rudimentary human-like cues—i.e., an upright, bipedal stature but no facial features and falls in a cluster of robots evaluated to be very mechanical, neither indicating high likeability nor high threat when presented without context (Rosenthal-von der Pütten & Krämer, 2014). Due to the robot’s mechanical appearance, it might have been more difficult for participants to imagine its complex mental abilities; a notable difference from
previous vignette studies that often left the specific look of the machine entirely to participants’ imagination.

In summary, we do not consider our results pattern as a rebuttal to uncanny valley of mind theory. Instead, we present our findings as proof that further research with different types of robots, situations, and modalities is required to examine the boundaries of this phenomenon. If possible, this should involve not only natural video materials but also actual human-robot interactions, both in laboratories and in the field (see Mara et al., 2021, for a comparison between presentation modes).

4.2 Unaccounted Effects of Robot Competence

Another unexpected finding in our project was a negative residual effect of presenting the robot in a harmful situation on participants’ likeability ratings: Across both experiments, individuals actually liked robots in harmful situations less than robots in neutral situations once we controlled for the indirect influence of empathy. This is somewhat surprising, keeping in mind previous evidence that reported positive user impressions after robot failures (Mirnig et al., 2017; Ragni et al., 2016; Salem et al., 2013). Nevertheless, potential explanations for our observations are offered by both literature and practical considerations. A robot that is unable to withstand physical harm can be easily interrupted during the fulfillment of its tasks, which hinders the robot from fulfilling its task in a competent manner and creates notable problems for the work context. In line with this thought, studies show that people are rather intolerant of algorithm failure (Dietvorst et al., 2015), expect competent service from technology (Waytz et al., 2014), and perform worse in response to a failing machine (Robinette et al., 2017; Salem et al., 2013; van den Brule et al., 2014). Similarly, the recent work by Chen et al. (2021) shows that customers are less forgiving if errors were made by an incompetent self-service technology instead of human employees. This emphasizes the high expectations people have towards modern-day machinery, whose raison d’être is to
perform tasks reliably, to be competent, and to assist humans (Broman & Finckenberg-Broman, 2017; Brooks et al., 2016; Horstmann & Krämer, 2019).

In addition to that, a robot that fails to perform its tasks is not only potentially useless to co-workers but could also put people in real danger. In our videos of harmful situations, one push suffices to topple over the robot Atlas (height: 1.50 m, weight: 196 lbs = 89 kg) and make it fall to the ground. Considering the machine’s dimensions, it could have easily hit and hurt another person or at least another object by falling. We assume that if people have to face the possibility of being physically injured by a robot at any time, they might come to evaluate it less favorably—even if they may simultaneously empathize with it.

In a similar vein, we note that robot incompetence (i.e., a machine that cannot cope with its tasks or unforeseen circumstances) will cause additional work stress to human users (e.g., Fallatah et al., 2019; Michalos et al., 2015), which might have further informed our results. For example, humans would have to take care of error messages, make adjustments to the robot’s code to ensure its continued operation, or pick it up after a fall.

Lastly, we argue that the negative residual effects of watching a harmed machine could actually be interpreted as an indication of the uncanny valley of mind after all—considering that “to err is human”—and additionally, lacking competence in several situations is also human. While qualitative data on participants’ experiences would be needed to consolidate this idea, we have come under the impression that the harmful situation made the robot appear much more human-like than the neutral counterpart, in which the machine might have appeared artificial or superior. Thus, we consider it likely that the situations we showed eventually contributed to our mind manipulation as well, providing participants with a way to perceive more or less (mental) human likeness in the robot Atlas.

4.3 Limitations and Future Research
In addition to the limitations already stated above, several other aspects limit the generalizability of our findings. In both experiments, a non-negligible amount of people had problems correctly recognizing their experimental condition and had to be excluded, especially in the condition “tool robot, harmful situation” in Experiment 2. While reconducting the analysis for both experiments with or without the concerning participants yielded the same results pattern (see online supplement), this implies that future studies might benefit from even stronger, more explicit video materials and clearer treatment check items. Based on the results of an independent sample, we nevertheless assume that our general manipulation of situation and mind was successful. As stated above, the depiction of robots with more human-like features (e.g., human faces) in more social or emotional situations should also provide a meaningful next step for this line of research.

Of course, ethical concerns are an important issue in studies showing harmful situations—but within these boundaries, meaningful modifications of our methods are welcome. While we showed physical harassment by a human user to induce empathy for the robot, future work might, for instance, portray robots harming each other (to take ingroup effects into account, see Fraune et al., 2017; Steain et al., 2019), or revolve around verbal insults or ostracism. Then again, we note that empathy may also be evoked by optimistic scenarios, so research should not only focus on negative treatments, which would also have the advantage that a robot would not first have to be harmed or damaged in order for empathy to arise. This would be desirable for financial reasons as well as for ethical reasons. Instead of harming, we encourage future research to explore empathy-inducing scenarios that can be better implemented in practice and suggest here, for example, to focus on commonalities between humans and machines, as commonalities can be a way to increase empathy for counterparts (Grover & Brockner, 1989; Heinke & Louis, 2009; Osborne-Crowley et al., 2019).
Shifting attention to the participants’ side, it must be considered that the intensity of empathy also depends on each person’s individual predispositions. Some people feel stronger empathy in one scenario, while others feel stronger empathy in another. As such, the individual tendency to empathize could also be an interesting variable to assess (Darling et al., 2015; Mehrabian et al., 1988). Similarly, we consider prior knowledge and technical expertise with robots to be variables of great interest. As some people may be more used to interacting with robots, or find it easier to anthropomorphize them, they might also feel a closer connection, which might translate into stronger empathy (for early and late empathy responses see, e.g., Chang et al., 2021). Notwithstanding, since the participants were randomly assigned to one of the four conditions in both experiments, we assume that the influence of individual differences between groups was controlled for (Edgington, 1996; Ferron et al., 2014; Kratochwill & Levin, 2010). As an example, we highlight the potential influence of gender differences on empathy: Even if women were found to show higher trait empathy than men (Klein & Hodges, 2001; Macaskill et al., 2002; Rueckert & Naybar, 2008), we have no indication that this influences our results since participants were randomly assigned to conditions and therefore, gender did not differ across conditions as reported in the method sections of our experiments. Moreover, in both experiments, there were at least 93 participants assigned to each condition. This is a lot more than the required number to make sure that randomization is successful so that individual differences do not differ systematically between conditions—not only in a liberal (Mittring, 2004) but also in a more conservative reading (Elliott, 2007; Lachin, 1988). Of course, diverse samples from different cultures, age ranges, and educational backgrounds will be all but needed to establish generalizability for the findings at hand.

Lastly, we would like to reiterate that conducting similar work in real settings would be most valuable. Undoubtedly, directly witnessing a robot being harmed will lead to
stronger reactions than just watching a video about the procedure. As a matter of fact, previous work using live interactions showed that the emotional reactions towards robots in critical situations turned out stronger in live scenarios than for videos (e.g., Horstmann et al., 2018; Seo et al., 2015).

4.4 Conclusion

The goal of our study was to explore the role of empathy as a possibility to alleviate the uncanny valley of mind. We consistently showed that robots exposed to harm elicited stronger state empathy, which led to a higher likeability of the robot. At the same time, exposing the robot to harm elicited a negative residual influence. We assume that the residual negative influence of displaying a robot’s vulnerability is due to the many complications that may arise when interacting with a vulnerable robot. We further propose that the uncanny valley of mind observed in our studies could be based on the robot’s human-like imperfection, rather than descriptions of its supposed mind—an exciting perspective for future research.
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