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Abstract
Visual art is increasingly created by generative artificial intelligence (generative AI). This 
study, conducted online with 470 US participants, investigated whether exposure to 
art attributed to AI may influence aesthetic appreciation, perceptions of AI mind, and 
evaluations of AI (acceptance of AI as an artist, evaluation of AI as an identity and 
realistic threat) and of art careers. Exposure to art introduced as generated by AI 
(vs a human artist) reduced appreciation. No significant impact was observed on the 
other dependent variables. For ostensibly AI-generated art, higher appreciation was 
associated with more acceptance toward AI as an artist and lower levels of AI realistic 
threat. This suggests that mere exposure to art attributed to AI may not be sufficient 
to induce a change in perceptions of AI mind, evaluations of AI and of art careers, but 
these effects might occur if AI-attributed art is appreciated aesthetically.
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While AI-generated visual art (hereafter AI art) has existed at least from the 1970s 
(Cousins, 2023), it is only in recent years that it has begun to attract significant schol-
arly and public attention (Knight, 2023). This is mainly due to the development of 
software that, when prompted by users, can generate a digital artwork within a rela-
tively short period, sometimes even fractions of a second (Sauer et  al., 2023). The 
prompts can be both general and specific and concern the content and form of an art-
work alike, including its artistic style (Oppenlaender et al., 2023). Some AI-art soft-
ware is even capable of imitating the style of particular artists, from historical figures 
such as Picasso to contemporary digital creators such as Greg Rutkowski, whose name 
was one of the most popular prompts in the world in 2022 (Heikkilä, 2022). Given that 
prompting is relatively easy to master even by people with no artistic background or 
talent and that most of the software is either affordable or free (Oppenlaender et al., 
2023), the use of generative AI software is becoming increasingly popular, as reflected 
in the rise of the value of the companies producing it (Bernal, 2019; Jackson, 2023; 
Shvets, 2022). The software is used for personal entertainment, commercial purposes, 
and even artistic competition, with one AI-created artwork famously winning a state 
art contest (Strowel, 2023).

The effects of AI art exposure

The emergence of technologies with capacities previously attributed exclusively to 
humans has always provoked significant public concerns (van der Laan, 2016). This has 
been the case with personal computers, machine translators, autonomous cars, and others 
(Rapaport, 2023; Townsend et al., 2021; Vieira, 2020). This is also the case with genera-
tive AI. Perhaps most obviously, artists have expressed worries that the emergence of 
generative AI will change how society perceives their profession such that it will be per-
ceived as expendable and unsustainable (Xiang, 2022). After all, while humans need years 
of training to develop the artistic skills sufficient for creating a genuine artwork and then 
need hours, days, or longer to create an artwork itself, generative AI, once provided with 
sufficient data and resources, can learn the skills and create an artwork in much less time 
(Sauer et al., 2023). The emergence of generative AI has also increased the public percep-
tion of AI as an existential threat to humans. It is seen as blurring the boundaries between 
human beings and machines and a harbinger of a substitution of the former by the latter 
(Vacar, 2023).

For these and related reasons it has been recently postulated that there is a need to 
study the influence of exposure to AI-attributed artworks on perceptions of AI (the so-
called Lovelace Effect), thereby focusing not so much on “the level of the machine 
(how AI functions and what it does)” but rather on “the level of reception (how users 
and observers attribute meaning to AI)” (Natale and Henrickson, 2022: 13). The 
Lovelace Effect theory stems from the Computers Are Social Actors (CASA) para-
digm, which postulates that when exposed to computer behaviors that cue humane-
ness, such as performing tasks traditionally ascribed to humans, people will apply 
social scripts that are appropriate for human-human interaction, thereby effectively 
treating computers as humans (Lombard and Xu, 2021; Nass and Moon, 2000). This 
theory implies that, since art is typically seen as “the pinnacle of human achievement,” 
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meaning, intelligence, creativity, and other higher cognitive functions, people exposed 
to artworks attributed to AI may be more likely to treat AI as a human, leading to a 
change in perceptions of AI in general and evaluations thereof (Hageback and Hedblom, 
2021). This effect would be analogous to the way the exposure to the news of the 
supercomputer DeepBlue defeating the human grandmaster Kasparov at chess influ-
enced people’s perceptions of how intelligent computers are and what they can do 
(Bory, 2019; Turner, 1997). In particular, exposure to AI art may lead people to per-
ceive AI as more human-like by attributing to it the capacity for having a mind, and to 
accept it as a legitimate artist (Appel et al., 2020; Messingschlager and Appel, 2025; 
Nass et al., 1994). If exposure to AI art can elicit these responses, it may also lead 
individuals to evaluate AI as a threat. Specifically, individuals may perceive AI as 
undermining their sense of human identity and posing a risk to their prospects on the 
job market (Gabbiadini et al., 2023, 2024; Złotowski et al., 2017). This may be particu-
larly evident in negative evaluations of human opportunities as artists as becoming less 
viable (Bebernes, 2023; Wingström et al., 2022; Xiang, 2022).

Thus far empirical research on exposure to AI art has not systematically focused on how 
the experience of AI-attributed art may influence perceptions of and attitudes toward AI. 
Instead, the major part of the empirical literature investigated how pre-existing attitudes 
toward AI influenced the experience of AI-attributed artworks, with those artworks being 
appreciated less than their human-attributed counterparts (Agudo et al., 2022; Bellaiche 
et  al., 2023; Chamberlain et  al., 2018; Gangadharbatla, 2022; Hong and Curran, 2019; 
Millet et al., 2023; Ragot et al., 2020; Wu et al., 2020; Xu et al., 2020). That said, empirical 
studies have started to shed some light on the impact of AI-attributed art on attitudes to and 
perceptions of AI, directly or otherwise. For instance, a recent study showed that exposure 
to a ChatGPT-attributed non-fiction text increases “the perception of the conversational 
chatbot as a realistic and symbolic threat to various aspects of human life, including safety, 
jobs, resources, inequality, identity, uniqueness, and value” (Gabbiadini et al., 2023: 2). 
Two more studies, by the same team, indicated that exposure to AI-attributed music and 
artworks increases the perceptions of AI as a threat to human identity (Gabbiadini et al., 
2024). Yet, to our best knowledge, there is a lack of empirical studies that consider other 
effects of exposure to AI art than the perception of threat, including on the perceptions of 
AI mind, evaluations of AI as a legitimate artist, and evaluations of human career prospects 
in the arts.

Study overview and predictions

To address this gap, we conducted a pre-registered experimental study. Participants 
were randomly assigned to three conditions: a control group, and two experimental 
conditions. Participants in both experimental conditions were shown the same artworks, 
all generated by AI, but in one of these conditions, the authorship was ascribed to AI 
while in the other to humans. In the control condition, no artwork was presented. The 
purpose of including this condition was to allow for assessing whether the observed 
differences in dependent variables between the intervention groups vis-a-vis baseline 
values of these variables are due to the positive influence of AI authorship ascription, 
the negative influence of human authorship ascription, or vice versa. Subsequently, we 
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measured the participants’ perceptions of AI mind and evaluations of AI and art careers. 
In the following sections, we will explicate in greater detail the constructs underlying 
our research as well as predictions regarding our focal areas of user responses.

AI art.  There is no universally accepted definition of AI art in the scholarly literature. 
In fact, in some fields – particularly the humanities – considerable controversies exist, 
with some scholars arguing that nothing created by AI can be considered art (Kraatz 
and Xie, 2023; Manovich, 2019; Zeilinger, 2021; Zylinska, 2020). In this study, we 
sidestep such debates by adopting a pragmatic definition of AI art as conventionally 
understood artistic works (ranging from popular-art styles, such as cartoons, to high-
art styles, such as abstract compositions) created using artificial intelligence algo-
rithms. In this context, the AI system contributes to the creative process by generating, 
modifying, or influencing the artwork’s content, form, or style, based on prompts 
provided by a human user. This definition aligns with how AI art is typically under-
stood, implicitly or explicitly, in most empirical studies on the subject (Hutson and 
Harper-Nichols, 2023; Ragot et  al., 2020; Ting et  al., 2023). Moreover, it reflects 
common understandings of AI art outside academia, as seen among generative AI 
creators, users, media discourse, and even the developers of AI tools (Adobe, 2024; 
Baxter, 2024; McLean, 2023). Such an approach is particularly suitable for a study 
like ours, which aims to provide insight into what public perceptions of AI art and 
their implications may be.

AI and mind perception.  Both theory and empirical evidence suggest that there is a dis-
sonance between the perceived mental capacities of AI and the mental capacities per-
ceived to be necessary to create art (Boden, 2016). These are primarily the capacity for 
agency and the capacity for experience (Gray et al., 2007). Agency is here understood 
as consisting in planning one’s actions, acting according to one’s plans, as well as rec-
ognizing and acting upon moral norms. Experience is understood as consisting in feel-
ing emotions, possessing unique personality traits, and being conscious. High levels of 
experience and agency are perceived as necessary for creating art. They are also typi-
cally perceived as characteristic of human artists and adult humans in general. AI art-
ists, AI as such, and robots, on the other hand, are assigned lower levels of agency and 
experience (Appel et al., 2020; Gray and Wegner, 2012; Messingschlager and Appel, 
2025; Stein and Ohler, 2017). In this study, we assumed that exposure to art perceived 
to be created by AI would lead to a reduction of the dissonance through improving peo-
ple’s perception of both the agency and experience of AI. Our respective formal hypoth-
eses were as follows:

Hypothesis 1a (H1a). Exposure to art perceived as generated by AI leads to a stronger 
belief in the agency of AI as compared to baseline.

Hypothesis 1b (H1b). Exposure to art perceived as generated by AI leads to a stronger 
belief in the agency of AI as compared to art introduced as generated by a human.

Hypothesis 2a (H2a). Exposure to art introduced as generated by AI leads to a stronger 
belief in the experience of AI as compared to baseline.
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Hypothesis 2b (H2b). Exposure to art introduced as generated by AI leads to a stronger 
belief in the experience of AI as compared to exposure to art introduced as generated 
by a human.

Evaluations of AI: acceptance and threat.  Research on attitudes toward artificial intelligence 
indicates the presence of positive and negative attitudes, with the positive attitudes includ-
ing the acceptance of AI as matching or even surpassing humans at various functions and 
jobs and the negative attitudes including fears that “People like me will suffer if Artificial 
Intelligence is used more and more” (Kelley et al., 2021; Schepman and Rodway, 2023). 
We therefore examined, accordingly, the effects of exposure to AI art regarding positive 
and negative evaluations of AI.

As far as positive evaluations are concerned, we focused on acceptance of AI as an artist. 
Social Role Theory implies that the primary criterion for being accepted as a member of a 
given social group, including a professional or vocational one, is whether one fulfills its 
main social role (Biddle, 1986). Being exposed to artworks attributed to AI might therefore 
influence acceptance of AI as an artist, insofar as creating artworks is the main social func-
tion assigned to artists (Hong, 2018). This presumption is further encouraged by the 
Computers Are Social Actors (CASA) model, which implies that people will perceive AI in 
each role the same way they perceive humans in similar roles (Nass et al., 1994). As such, 
our formal hypotheses were as follows:

Hypothesis 3a (H3a). Exposure to art introduced as generated by AI leads to a higher 
acceptance of AI as an artist as compared to baseline.

Hypothesis 3b (H3b). Exposure to art introduced as generated by AI leads to a higher 
acceptance of AI as an artist as compared to exposure to art introduced as generated 
by a human.

Insofar as negative evaluations of AI are concerned, we focused on AI as a realistic 
and identity threat. Intergroup relations research suggests that people may perceive AI 
to be an outgroup threatening the interests and well-being of the human ingroup 
(Yogeeswaran et al., 2016). If AI is perceived as capable of matching or surpassing 
humans at performing higher cognitive tasks that are essential for work in key econ-
omy sectors, this may lead to seeing it as a competitor for jobs, and therefore a realistic 
threat to human existence and well-being (Bebernes, 2023; Kaplan and Haenlein, 
2020). Similarly, if AI is perceived as similar to human beings, it “may also be per-
ceived as threatening human identity by blurring the lines between what is human and 
what is machine” (Yogeeswaran et  al., 2016: 32; see also Jussupow et  al., 2022; 
Mirbabaie et al., 2022; Złotowski et al., 2017; Zhou et al., 2022). As such, we offer the 
following hypotheses:

Hypothesis 4a (H4a). Exposure to art introduced as generated by AI leads to higher 
AI threat as compared to baseline.

Hypothesis 4b (H4b). Exposure to art introduced as generated by AI leads to a higher 
AI threat as compared to exposure to art introduced as generated by a human.
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Perception of careers in the arts.  As an extension of the variables included in H3-4, we 
decided to examine the influence of exposure to art ascribed to AI on perception of 
careers in the arts, the main human profession that may be threatened by generative AI. 
We assumed that the mental processes potentially leading from exposure to AI art to 
greater acceptance of AI as an artist and to greater perceptions of AI as an existential 
threat (including AI taking jobs away from humans) could also lead to increased belief 
that human artists might be supplanted one day by generative AI (the way many human 
professions have been eradicated by technological progress), and eventually to the per-
ception of a lesser desirability for humans to undertake a career in the arts. This assump-
tion is supported by research in sociology of work indicating that the public perception 
of occupations and professions depends to a significant extent on whether they can per-
form their defining function exclusively (Volti, 2008). If the defining function can be 
performed by those not belonging to the profession, be they laypeople or machines, then 
the profession comes to be perceived as less important and socially desirable (Fish, 1995; 
Monteiro, 2015). The artistic profession is particularly vulnerable to such a threat as 
access to it is not restricted by legal barriers, such as “license or degree required to prac-
tice” (Lingo and Tepper, 2013: 338). Moreover, rather than relying on “discipline-spe-
cific skills,” it tends to promote “generalization, flexibility, and broad competencies” (p. 
341). Since generative AI allows for the creation of artwork without the involvement of 
artists, this might negatively affect perceptions of the social desirability of the artistic 
profession, even despite the fact that this new form of technology might also help artists 
spark their creativity and lead to a form of co-creativity (Wingström et al., 2022). As 
such, our formal hypotheses were as follows:

Hypothesis 5a (H5a). Exposure to art introduced as generated by AI leads to a more 
negative attitude toward careers in the arts as compared to the baseline.

Hypothesis 5b (H5b). Exposure to art introduced as generated by AI leads to a more 
negative attitude toward careers in the arts as compared to exposure to art introduced 
as generated by a human.

Aesthetic appreciation.  Even though AI could be attributed the role of an artist, it might 
be perceived to lack some traits that are valuable to create meaningful art that viewers 
like and appreciate. Specifically, Social Identity Theory implies that outgroup bias 
against an author might be an important heuristic in appreciating artworks, which has 
been supported by empirical evidence showing that artwork perceived as created by a 
national outgroup member is perceived less favorably than that perceived as created by 
a national ingroup member (Mastandrea et  al., 2021). Since, as indicated above, AI 
shows the definitional characteristics of an outgroup (Wang and Peng, 2023), one might 
expect a similar effect regarding artworks perceived as generated by AI. Furthermore, 
the Human–AI Interaction Theory of Interactive Media Effects (HAII-TIME) suggests 
that indicators of interacting with AI can activate cognitive shortcuts. These heuristics 
influence perceptions of AI, its behaviors, and products, with reactions varying based 
on the context of the interaction (Sundar, 2020). A key heuristic revolves around the 
perception that machines are simultaneously characterized by precision, objectivity, 
neutrality, and infallibility, but also by a lack of emotional warmth and flexibility, 
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making them appear mechanistic and cold (Sundar, 2020; Sundar and Kim, 2019). In 
scenarios where tasks demand emotional engagement, sensitivity, or other human-like 
attributes – for instance, in creating art – AI products may then be perceived far less 
positively than human products (Sundar, 2020).

Whereas several studies are in line with this prediction (Bellaiche et  al., 2023; 
Chamberlain et al., 2018; Gangadharbatla, 2022; Millet et al., 2023; Ragot et al., 2020; 
Wu et al., 2020), the evidence is somewhat mixed (Hong and Curran, 2019; Xu et al., 
2020). Our hypothesis, guided by Social Identity Theory and HAII was as follows:

Hypothesis 6 (H6). Exposure to art introduced as generated by AI leads to less aes-
thetic appreciation compared to exposure to the same art introduced as generated by a 
human.

Including aesthetic appreciation in our study was motivated by the evidence showing 
that people’s identification of an object as art is positively associated with their aesthetic 
appreciation thereof (Pelowski et al., 2017). Given this, we assumed that higher appre-
ciation of art would be associated with stronger perceptions of AI mind, AI as an artist, 
and AI as a threat, and more negative perceptions of human careers in the arts. These 
associations were expected in the AI condition but not in the human artist condition. 
These predictions were not pre-registered and are addressed in the paper as research 
questions.

Method

Participants

We expected a medium effect size of artist information on the dependent variables (d = .5, 
α = .05, 1-β = .80). A G*Power analysis yielded a minimal sample size of 128 participants. 
To have sufficient power for exploratory analyses, and to account for exclusions due to 
careless responding, a sample size of 500 participants was preregistered (https://aspre-
dicted.org/pvcm-g7hn.pdf). We recruited a sample of 515 participants from the U.S. via 
Prolific. Eleven participants were excluded because they did not complete the question-
naire. Due to the preregistered criteria an additional 34 participants were excluded from 
the sample: 23 completed the questionnaire in less than 120 seconds, two participants 
answered an attention check item incorrectly, and nine participants looked at the experi-
mental stimuli for less than two seconds. The remaining 470 participants (44.3% female, 
52.8% male, 1.5% other, 1.5% prefer not to answer) were between 19 and 82 years old 
(M = 30.09, SD = 12.69). Participants reported their ethnicity (White 77.2%, Black or 
African American 11.5%, Asian or Asian American 8.5%, Hispanic or Latino 5.3%, 
Native American or Alaskan Native 0.9%, Native Hawaiian or other Pacific Islander 
0.2%, Other 1.3%). Participants’ highest level of education was Bachelor’s degree 46.4%, 
High School 32.1%, Master’s degree 13.6%, Trade School 4.7%, Ph.D. or higher 2.3%, 
Some High School (attended but not graduated) 0.9%. The final sample size was suffi-
cient to detect a small to medium between-subjects difference in the magnitude of d = .29 
(given α = .05, 1-β = .80).

https://aspredicted.org/pvcm-g7hn.pdf
https://aspredicted.org/pvcm-g7hn.pdf
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Stimulus material

The participants received information about the supposed artist of a visual artwork they 
were about to see. In one condition, the artist was presented as a human being (the artist’s 
name and other personal details were fictitious), in another as a generative AI. In a third 
condition, the control, no artwork was presented, and no artist information was provided. 
To ensure that all participants in the AI condition had a basic understanding of generative 
AI, they were given a short description of AI and its application in the arts. In the human 
artist condition, participants received some information about the artist (“The following 
picture was created by Mika J. Baker. Mika J. Baker was born in 1956 and studied at 
Dartmouth College, USA.”). We deliberately presented few pieces of information about 
the artist to prevent this information (e.g. the artists’ reputation) from influencing the 
results (see Supplement S1, for full introductions). Three artworks (instead of one) were 
used in the experiment in order to increase the generalizability of our results. In the inter-
est of ecological validity, we used already existing artworks generated with prompts by 
active digital artists instead of new artworks generated with prompts provided by our-
selves. They were all generated by AI using Midjourney (https://www.midjourney.com/
home/) and had been originally published at DeviantArt, one of the largest online art 
communities in the world (Sterbenz, 2023). To further increase the generalizability of 
our results, we chose the artworks based on the different styles of art and motifs they 
represented (a painted portrait of a woman in the streets, a landscape painting of a river 
in the fields, and a fictional scenery of a castle in the clouds, see Supplement S2 for links 
to the stimuli). The artworks, with a size of 1280 × 854 px and 1792 × 1024 px, were 
presented in the middle of the screen. Participants were asked to carefully look at the 
piece as long as they wanted.

Measures

Mind perception: agency and experience.  To assess the level of mind attributed to AI, we 
measured perceived agency and experience of AI, with two items devoted to each. 
Agency is the mental capacity to plan actions in a self-determined manner (e.g. “AI has 
the capacity to exercise self-control”). Experience covers the capacity of AI to experi-
ence emotions (e.g. “AI has the capacity to feel joy”). The items were derived from two 
sources measuring perception of AI mind (Appel et al., 2020; Gray and Wegner, 2012). 
Participants answered the items on a seven-point scale (1 = strongly disagree to 
7 = strongly agree). Reliability was good for experience (Cronbach’s α = .95, M = 1.44, 
SD = 0.80) and satisfying for agency (Cronbach’s α = .65, M = 2.79, SD = 0.98). The item 
wordings of all measures are reported in Supplement S7.

Acceptance of AI as an artist.  Acceptance of AI as an artist was measured with two items 
on a seven-point scale (1 = strongly disagree to 7 = strongly agree) (e.g. “I think the arti-
ficial intelligence that creates art should be regarded as an artist”). The items were 
derived from Hong et al. (2022), who originally used them for measuring the acceptance 
of AI as musician. The items were adapted for the purpose of this study with good reli-
ability (Cronbach’s α = .94, M = 2.50, SD = 1.57).

https://www.midjourney.com/home/
https://www.midjourney.com/home/
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AI threat.  Participants indicated their perception of AI as a threat by answering ten items 
on a seven-point scale (1 = strongly disagree to 7 = strongly agree). We measured two 
dimensions of threat: realistic threat (e.g. “The increased use of AI in our everyday life 
is causing job losses for humans”) and identity threat (e.g. “Recent advances in AI tech-
nology are challenging the very essence of what it means to be human”) with five items 
devoted to either threat. The items were derived from Yogeeswaran et al. (2016). Relia-
bility was good for both realistic threat (Cronbach’s α = .88, M = 4.54, SD = 1.33) and 
identity threat (Cronbach’s α = .91, M = 3.75, SD = 1.58).

Attitude toward careers in the arts.  Participants indicated their attitude toward careers in 
the arts with four items on a 7-point scale (1 = strongly disagree to 7 = strongly agree); for 
example, “A person who wants to become an artist should go for it.” Reliability for this 
scale was good (Cronbach’s α = .88, M = 5.66, SD = 1.23).

Aesthetic appreciation.  Participants reported their aesthetic appreciation for the artwork 
they saw with four items rated on a seven-point scale (1 = strongly disagree to 7 = strongly 
agree). The scale covers specifically two key aspects of appreciation: being moved and 
perceived beauty (e.g. “I felt the picture was meaningful,” “The picture was beautiful”). 
The items were derived from two different approaches to measuring appreciation and 
reception of media and art (Bartsch and Oliver, 2016; Fingerhut and Prinz, 2018). Reli-
ability for this scale was good (Cronbach’s α = .89, M = 4.62, SD = 1.34).

Procedure

All participants gave their informed consent at the beginning of the questionnaire. They 
were reminded that their participation was voluntary and anonymous and asked to care-
fully read all instructions. Participants were randomly assigned to one of the following 
three conditions: an artwork was introduced as created by a fictional artist (n = 159), intro-
duced as created by AI (n = 157), or participants received no such information and saw no 
artwork (control condition, n = 154). After participants in the experimental conditions had 
read information about the supposed artist of the artwork (human vs AI), they were asked 
to complete a short attention check concerning the artist information presented to them. 
Next, they were presented with one of the three randomly assigned AI-generated art-
works. Afterward, participants were asked to report their appreciation for the artwork they 
had just seen. Participants in the control condition received no information about the art-
ists and did not see a picture. All participants (including the control condition) indicated 
their evaluations of careers in the arts, acceptance of AI as an artist, evaluation of AI as a 
threat, and perception of AI agency and experience (in that order). Then, the participants 
were asked about their previous experience with AI-generated artworks. They reported 
their sociodemographics and their diligence during their participation. Last, all partici-
pants were debriefed, informed that all artworks were in fact generated by AI, and given 
the opportunity to make remarks or report technical problems. The experimental groups 
were additionally asked about their appreciation of the artworks they saw.

The procedure described above, and all other aspects of the study, were approved by 
the Research Ethics Committee at the University of Wrocław. The study was preregis-
tered at AsPredicted.org (https://aspredicted.org/pvcm-g7hn.pdf).

https://aspredicted.org/pvcm-g7hn.pdf
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Results

Preliminary analyses

All analyses reported below were tested for a possible influence of the actual picture shown. 
As illustrated in greater detail in Supplement S3, the respective interactions were non-signif-
icant. Likewise, the analyses reported below were tested for a possible influence of partici-
pants’ prior experience with generative AI. The respective interactions were non-significant, 
indicating that the effects of AI art presentation and supposed artist did not differ whether the 
participants had or had not prior experience with generative AI (see Supplement S4 for 
details). Based on the preliminary analyses, the data for the three artworks were collapsed. 
Likewise, analyses are reported for the full sample irrespective of prior experience with 
generative AI. Zero-order correlations for all participants and separate zero-order correla-
tions for the three conditions are reported in Supplement S6, Tables S2–5.

AI mind perception

Our first formal analyses focused on AI mind perception. In addition to the two source 
groups, the analyses included a control group that did not see any artwork. Planned 
contrasts showed that there was no significant difference in ascribed experience 
scores between the AI artist condition (M = 1.40, SD = 0.78) and both the human artist 
group (M = 1.48, SD = 0.83, contrast estimate [ce] = 0.08, p = .394, d = .10) and the 
control group (M = 1.44, SD = 0.79, ce = 0.04, p = .682, d = .05). Thus, we found no 
support for Hypothesis 1. Likewise, planned contrasts on ascribed agency showed no 
significant differences between the AI artist condition (M = 2.70, SD = 0.99) and the 
human artist condition (M = 2.89, SD = 0.94, ce = 0.18, p = .098, d = .19) and no signifi-
cant difference between the AI artist condition and the control group (M = 2.77, 
SD = 1.01, ce = 0.07, p = .536, d = .07). Thus, no support for Hypothesis 2 could be 
obtained. See Figure 1 for a graphical depiction of the results (i.e. raincloud plots cre-
ated with JASP Version 0.19.1).

Evaluations of AI: acceptance of AI as an artist and AI threat

Regarding the acceptance of AI as an artist, the planned contrasts showed no significant 
difference between the AI-group (M = 2.66, SD = 1.58) and the human artist-group 
(M = 2.49, SD = 1.57, ce = 0.17, p = .348, d = .11), and between the AI-group and the con-
trol group (M = 2.36, SD = 1.54, ce = 0.29, p = .100, d = .19) (Figure 2). Thus, no support 
for Hypothesis 3 could be obtained.

Both threat variables were analyzed separately (results for the joint threat scale 
were highly similar, see Supplement S5). For the realistic AI threat subscale, differ-
ences between the AI artist condition (M = 4.59, SD = 1.36) and the human artist 
group condition were not significantly different from zero (M = 4.50, SD = 1.38, 
ce = 0.09, p = .536, d = .07) as were the difference between the AI artist condition and 
the control group (M = 4. 55, SD = 1.25, ce = 0.04, p = .789, d = .03, see Figure 3). A 
similar pattern of results was shown for the identity AI threat subscale (AI artist 
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condition: M = 3.73, SD = 1.55; human artist condition: M = 3.75, SD = 1.60; control 
condition: M = 3.78, SD = 1.59), with contrasts amounting to ce = 0.02, p = .895, 
d = .01, and ce = 0.05, p = .789, d = .03, respectively. Thus, the data yielded no support 
for Hypothesis 4.

Attitude toward careers in the arts

Our next analyses yielded a mixed result: The planned contrasts that reflected our 
Hypotheses 5a and 5b showed no significant difference between the AI-group (M = 5.63, 
SD = 1.27) and the human artist-group (M = 5.89, SD = 1.09), ce = 0.26, p = .060, d = .22, 
and between the AI-group and the control group (M = 5.47, SD = 1.29), ce = 0.16, p = .257, 
d = .12 (see Figure 4). On an exploratory note, we report a significant difference between 
the human artist-group (M = 5.89, SD = 1.09) and the control group that had not seen an 

Figure 1.  Results for ascribed mind perception (experience and agency).

Figure 2.  Results for acceptance of AI as an artist.
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artwork (M = 5.47, SD = 1.29), ce = 0.41, p = .003, d = .35. This result indicates that seeing 
an ostensibly human-made artwork (that was actually made by an AI) leads to more posi-
tive evaluations of human art careers.

Aesthetic appreciation

Next, we tested the hypothesis that exposure to art introduced as generated by AI 
leads to less aesthetic appreciation as compared to exposure to art introduced as gen-
erated by a human (Hypothesis 6). As expected, the ostensibly AI-generated artworks 
elicited less appreciation (M = 4.32, SD = 1.43) than the same artworks introduced to 
be created by a human (M = 4.93, SD = 1.18, tw(301,19) = -4.13, p < .001, d = 0.47; 
Figure 5). This moderately large effect adds to the developing literature on the appre-
ciation of AI-artworks and is in line with much of the available empirical evidence 

Figure 3.  Results for AI threat (realistic threat and identity threat).

Figure 4.  Results for attitude toward a career in the arts.
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(Chamberlain et al., 2018; Gangadharbatla, 2022; Ragot et al., 2020; Wu et al., 2020; 
but see Hong and Curran, 2019; Xu et al., 2020).

Additional results

Of additional interest were the relationships between aesthetic appreciation on one hand 
and perceptions of AI mind and the evaluations of AI and art careers on the other hand. 
More specifically, higher aesthetic appreciation was expected to be associated with 
higher ascriptions of AI mind, stronger acceptance of AI as an artist, higher AI threat, and 
a more negative attitude toward human careers in the arts. Importantly these associations 
were expected in the AI condition, but not in the human artist condition. We inspected 
and compared the respective zero-order correlations in both conditions (see Table 1). In 
the AI condition, appreciation of the artworks was positively associated with acceptance 
of AI as an artist, r(155) = .49, p < .001, this was not the case in the human artist condi-
tion, r(157) = .07, p = .378. The difference between both correlations was significant, 
z = 4.10, p < .001. Moreover, in the AI condition, the more participants appreciated the 
artworks, the more they ascribed mind in terms of experience to AI, r(155) = .18, p = .028, 
whereas no significant association between both variables was found in the human artist 
condition, r(157) = .06, p = .457. Both correlations did not differ significantly, however, 
z = 1.07, p = .142. In contrast to our assumptions, appreciation of the artworks was nega-
tively (rather than positively) associated with AI realistic threat in the AI condition, 
r(155) = -.25, p = .001. Although statistically significant, the correlation was admittedly 
weak. No negative association between appreciation of the artworks and AI realistic 
threat was found in the human artist condition, r(157) = .11, p = .174. The difference 
between both correlations was significant, z = -3.22, p = .001. No further significant rela-
tionship between appreciation of the artworks and the other dependent variables (ascrip-
tion of mind to AI in terms of agency, identity threat, and attitude toward careers in the 
arts) was observed (see Table 1 for statistics on z-tests for correlation differences).

Figure 5.  Results for appreciation.
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Discussion

Summary of results

While most studies on AI art focus exclusively on how perceptions of AI influence the 
experience of AI art (e.g. Hong et al., 2022; Messingschlager and Appel, 2025), our study 
focused on how the experience of AI art may influence perceptions of AI and art as such 
(Natale and Henrickson, 2022). This perspective is important given the increasingly 
popular conviction that the growing presence of AI art in social life might have a promi-
nent influence on how the public perceives AI and art generally and a sense of being 
threatened by this presence that is expressed by some individuals and groups (Vacar, 
2023; Xiang, 2022).

Our results show that participants in the AI condition appreciated the works they 
were exposed to less than those in the human artist condition, thereby supporting the 
idea that the public still sees art creation as a paradigmatically human activity and is 
for this reason negatively biased against AI art. Apart from its significance to this 
study, this result is also a contribution to the burgeoning literature on the effects 
AI-labeling on aesthetic appreciation. While some studies conclude that perceiving an 
artwork as created by AI has no effect on its appreciation (Hong and Curran, 2019; Xu 
et al., 2020), some others conclude that it does indeed, and that the effect is negative 
(Chamberlain et al., 2018; Gangadharbatla, 2022; Ragot et al., 2020; Wu et al., 2020). 
Our study provides support for the latter conclusion, which is an important contribu-
tion, especially in light of its large sample and high ecological validity resulting from 
the use of three AI artworks generated by the widely popular and much discussed 
program Midjourney (Cousins, 2023).

While our manipulation showed no statistically significant main effects on the other 
dependent variables, our additional analyses showed that some of these variables were 
associated with higher appreciation of the artwork in the AI art condition. In particular, 
the participants who scored higher on appreciation in that condition showed more accept-
ance toward AI as an artist and were less likely to evaluate it as a realistic threat.

Practical and theoretical implications

Our findings suggest that the mere exposure to AI-attributed art may not be sufficient to 
induce a change in evaluations of AI, and that what is necessary for such effects to occur 
is exposure to AI-attributed art that is also appreciated aesthetically. This is in line with 
the available evidence showing that people tend to associate art with objects they so 
appreciate, essentially identifying art as such with good art (Pelowski et  al., 2017). 
Naturally, then, if an AI-attributed object is to change people’s mind about AI as an artist 
and about art careers, that object has to be highly appreciated. Further studies are needed, 
however, to confirm that, including experiments manipulating the quality of artworks 
attributed to AI versus humans.

Still another general implication of our results is that a single exposure to an 
AI-attributed artwork is unlikely to immediately change one’s mind about the general 
mental capacities of AI, even those relevant to art creation such as experience and agency, 
and even if the artwork is perceived as highly valuable in aesthetic terms. Most likely, in 
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order to draw any conclusions for AI’s mental capacities from its apparent capacity to 
create aesthetically valuable objects, either a longer time after exposure, repeated expo-
sure or both are needed. This interpretation is partly supported by the positive correlation 
we found, in the AI condition, between acceptance of AI as an artist and the ascription of 
experience to AI, r(155) = .38, p < .001. It is plausible that this association reflects prior 
exposure: participants with greater familiarity with AI-generated art may have been more 
likely to accept AI as an artist and, in turn, more prone to attribute experiential capacities 
to AI in general.

Finally, our results show that people’s perception of AI as a threat is less straightfor-
ward than the available theory and evidence might imply (Kaplan and Haenlein, 2020; 
Yogeeswaran et al., 2016; Złotowski et al., 2017). Recall that the more participants appre-
ciated the work, the less they were likely to see AI as a realistic threat. Consider also that 
our analysis of correlations of the dependent variables showed that both the realistic AI 
threat and identity AI threat are negatively correlated with acceptance of AI as an artist. 
These results are intriguing. One might assume, after all, that individuals who believe AI 
can perform a task as quintessentially human as creating art would also fear that the 
boundaries between AI and humans are becoming blurred. They might also be thought to 
worry that AI could eventually take over many tasks currently performed by humans, 
leading to widespread job loss, loss of income, and threats to human wellbeing (Gabbiadini 
et  al., 2023, 2024; Mirbabaie et  al., 2022; Yogeeswaran et  al., 2016; Złotowski et  al., 
2017). However, these results are also consistent with research indicating that perceptions 
of AI threat differ depending on the domain in which it is introduced with their levels 
depending on the kind of function AI performs, its usefulness, and the consequences of its 
application (Kieslich et al., 2021). In particular, in domains where AI performs a decision-
making function with potentially life-changing consequences for humans (e.g. “job 
recruitment and loan origination”), levels of threat perceptions are particularly high 
(Kieslich et al., 2021: 1574). But wherever “AI systems seem useful and the consequences 
of its application appear insubstantial” (which could have been the perception of the use 
of AI in art that our participants had), this “might evoke entirely opposite reactions” 
(Kieslich et al., 2021: 1574).

Another relevant consideration here is that, at least since the nineteenth century, art-
ists have been stereotyped in Western societies as outsiders and eccentrics, i.e. as an 
outgroup (Elias and Berg-Cross, 2009; Golka, 2013: 1; Hocking, 2019; Oakley, 2009; 
Pelles, 1962; Taylor, 2017; Tunali, 2017; Van Tilburg and Igou, 2014). If one holds such 
stereotypes, as was possible in the case of the participants in our study, then one’s accept-
ance of AI as an artist might indeed lessen one’s sense of identity and realistic threat from 
AI. The results concerning identity threat could additionally be because, aware that AI art 
is typically generated based on prompts from humans, participants accepted AI’s artistry 
in only a limited sense, treating it as a useful artistic instrument rather than a being whose 
autonomy could threaten their human identity (cf. Latikka et al., 2023).

Limitations

This study is not without its limitations. First, the results were obtained with a nationally 
specific sample. We chose to conduct the study with US participants since the USA is a 
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hub where some of the most popular generative AI tools are developed, some of the most 
famous examples of AI art originate, and where AI is widely discussed in the media 
(Adobe, 2024; Roose, 2022; Xiang, 2022). We assumed that participants from such a 
population would generally be aware of how AI is used to create art, which would facili-
tate our study. However, the national specificity of the sample makes it difficult to gener-
alize the results to other nations, particularly non-Western ones. In addition, 62.3% of the 
participants held an academic degree. While this is typical of Prolific samples, which are 
widely used in the social sciences, it further limits the generalizability of our findings. 
Future studies with non-Western samples and participants from more diverse educational 
backgrounds are needed to determine the universality of the observed effects.

Second, we cannot be sure what exactly the participants understood by AI art, in par-
ticular whether they fully understood that it is used not only for personal entertainment 
(the use that appears to be the most common and receive significant media attention, 
Zhang, 2023) but also for tasks that are typically assigned to professional human artists 
(like designing book covers, Weatherbed, 2023), and how fast and efficiently it generates 
content prompted by a relatively small number of suggestions. We provided the partici-
pants with only a very brief description of AI art and controlled only for whether they had 
previously seen and used it. It is not precluded that their knowledge of AI art was insuf-
ficient for any effects on perception of AI mind to obtain.

On a more conceptual level, it is worth noting the limitations of the paper’s focus on 
positive versus negative attitudes toward generative AI. The main rationale for this focus 
was, first, that empirical research on attitudes toward artificial intelligence indicates that 
these have the general structure consisting of positive and negative attitudes (Kelley 
et al., 2021; Schepman and Rodway, 2023), and, second, that previous empirical work on 
generative AI, as well as the current public debates surrounding generative AI, appear to 
generally focus on positive or negative attitudes, or both (Grassini and Koivisto, 2024; 
Latikka et al., 2023; Tao et al., 2023). However, this approach does not capture the vari-
ety of assessments regarding technology in general (Kerschner and Ehlers, 2016) and the 
diversity of beliefs regarding generative AI as expressed by artists, art curators, art crit-
ics, and the public (Jiang et al., 2023; Michaels, 2024). Most importantly, while some 
artists appear to be anxious about generative AI threatening their jobs and/or see it as 
contradicting the very foundations of artistic activity (Johnston and Thue, 2024), some 
others enthusiastically embrace generative AI as a unique and enriching artistic tool or 
partner (Gill-Simmen, 2023; Wiley, 2023), while still others adopt an ambiguous atti-
tude, using generative AI in their work for pragmatic reasons, yet retaining their objec-
tions about it (Jiang et al., 2023; Johnston and Thue, 2024; Vimpari et al., 2023). Further 
studies are needed to understand the potential impact of exposure to AI art on attitudes 
transgressing the simple positive/negative binary.

Conclusion

Our results suggest, first, that the influence of exposure to AI art on how the public per-
ceives AI and art as such (Vacar, 2023; Xiang, 2022) is likely to be diminished by a nega-
tive bias against generative AI that makes people appreciate AI-attributed works less 
than they do human-attributed works. They also suggest that the mere exposure to art 
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attributed to AI may not be sufficient to induce a change in perceptions of AI mind and 
evaluations of AI and art careers, and that what may be necessary for such effects to 
occur is exposure to AI-attributed art that is also appreciated aesthetically. Given the 
rapid growth in the capacities of generative AI (Knight, 2023), this conclusion has 
important implications both theoretically and practically. Our work is meant to instigate 
future research on the effects of exposure to AI-generated art on perceptions of art as a 
pastime and profession, on evaluations of AI art, and on perceptions of the self and the 
human condition.

Data availability statement

All data and supplementary material are available on OSF: https://osf.io/2qbjy/?view_only=5d15
6912f84a4fa3a2a7e87caa744cc9

Funding

The author(s) received no financial support for the research, authorship, and/or publication of this 
article.

ORCID iDs

W P Malecki  https://orcid.org/0000-0003-4768-713X

Tanja V Messingschlager  https://orcid.org/0000-0001-6737-8997

Markus Appel  https://orcid.org/0000-0003-4111-1308

Supplemental material

Supplemental material for this article is available online.

References

Adobe (2024) What is AI art & how does it work?–Adobe Firefly. Available at: https://www.
adobe.com/products/firefly/discover/what-is-ai-art.html (accessed 23 November 2024).

Agudo U, Arrese M, Liberal KG, et al. (2022) Assessing emotion and sensitivity of AI artwork. 
Frontiers in Psychology 13: 879088.

Appel M, Izydorczyk D, Weber S, et al. (2020) The uncanny of mind in a machine: humanoid 
robots as tools, agents, and experiencers. Computers in Human Behavior 102: 274–286.

Bartsch A and Oliver MB (2016) Appreciation of meaningful entertainment experiences and 
eudaimonic well-being. In: Reinecke L and Oliver MB (eds) The Routledge Handbook of 
Media Use and Well-being: International Perspectives on Theory and Research on Positive 
Media Effects. New York: Taylor and Francis, pp. 80–92.

Baxter C (2024) AI art: the end of creativity or the start of a new movement? Available at: https://
www.bbc.com/future/article/20241018-ai-art-the-end-of-creativity-or-a-new-movement 
(accessed 23 November 2024).

Bebernes M (2023) Is AI a threat to human artists? Available at: https://www.yahoo.com/news/
is-ai-a-threat-to-human-artists-200310818.html

Bellaiche L, Shahi R, Turpin MH, et  al. (2023) Humans versus AI: whether and why we pre-
fer human-created compared to AI-created artwork. Cognitive Research: Principles and 
Implications 8(1): 42.

https://osf.io/2qbjy/?view_only=5d156912f84a4fa3a2a7e87caa744cc9
https://osf.io/2qbjy/?view_only=5d156912f84a4fa3a2a7e87caa744cc9
https://orcid.org/0000-0003-4768-713X
https://orcid.org/0000-0001-6737-8997
https://orcid.org/0000-0003-4111-1308
https://www.adobe.com/products/firefly/discover/what-is-ai-art.html
https://www.adobe.com/products/firefly/discover/what-is-ai-art.html
https://www.bbc.com/future/article/20241018-ai-art-the-end-of-creativity-or-a-new-movement
https://www.bbc.com/future/article/20241018-ai-art-the-end-of-creativity-or-a-new-movement
https://www.yahoo.com/news/is-ai-a-threat-to-human-artists-200310818.html
https://www.yahoo.com/news/is-ai-a-threat-to-human-artists-200310818.html


5428	 new media & society 27(9)

Bernal N (2019) The rise of the AI artists and the companies that are set to cash in. The Telegraph, 
22 March. Available at: https://www.telegraph.co.uk/technology/2019/03/22/rise-ai-artists-
companies-set-cash/ (accessed 18 June 2023).

Biddle BJ (1986) Recent developments in role theory. Annual Review of Sociology 12(1): 67–92.
Boden MA (2016) Skills and the appreciation of computer art. Connection Science 28(2): 131–138.
Bory P (2019) Deep new: the shifting narratives of artificial intelligence from Deep Blue to 

AlphaGo. Convergence 25(4): 627–642.
Chamberlain R, Mullin C, Scheerlinck B, et  al. (2018) Putting the art in artificial: aesthetic 

responses to computer-generated art. Psychology of Aesthetics, Creativity, and the Arts 12: 
177–192.

Cousins S (2023) The rapid rise of AI art. Available at: https://eandt.theiet.org/content/arti-
cles/2023/02/the-rapid-rise-of-ai-art/ (accessed 18 June 2023).

Elias DMG and Berg-Cross L (2009) An exploration of motivations of fine art students in rela-
tion to mental and physical well-being. Journal of College Student Psychotherapy 23(4): 
228–238.

Fingerhut J and Prinz JJ (2018) Wonder, appreciation, and the value of art. Progress in Brain 
Research 237: 107–128.

Fish SE (1995) Professional Correctness: Literary Studies and Political Change. New York: 
Clarendon Press.

Gabbiadini A, Dimitri O, Baldissarri C, et al. (2023) Does ChatGPT pose a threat to human identity? 
4377900, SSRN Scholarly Paper. Available at: https://papers.ssrn.com/abstract=4377900 
(accessed 15 July 2024).

Gabbiadini A, Ognibene D, Baldissarri C, et al. (2024) The emotional impact of generative AI: 
negative emotions and perception of threat. Behaviour & Information Technology 44: 1–48.

Gangadharbatla H (2022) The role of AI attribution knowledge in the evaluation of artwork. 
Empirical Studies of the Arts 40(2): 125–142.

Gill-Simmen L (2023) Education should look to the way artists are embracing AI, instead of turning 
its back on the technology. Available at: http://theconversation.com/education-should-look-
to-the-way-artists-are-embracing-ai-instead-of-turning-its-back-on-the-technology-209733 
(accessed 14 July 2024).

Golka M (2013) The Sociology of the Artist in the Postmodern Era. Münster: LIT Verlag.
Grassini S and Koivisto M (2024) Understanding how personality traits, experiences, and attitudes 

shape negative bias toward AI-generated artworks. Scientific Reports 14(1): 4113.
Gray HM, Gray K and Wegner DM (2007) Dimensions of mind perception. Science 315(5812): 619.
Gray K and Wegner DM (2012) Feeling robots and human zombies: mind perception and the 

uncanny valley. Cognition 125(1): 125–130.
Hageback N and Hedblom D (2021) AI for Arts. Boca Raton, FL: CRC Press.
Heikkilä M (2022) This artist is dominating ai-generated art and he’s not happy about it. MIT Technology 

Review, 16 September. Available at: http://technologyreview.com/2022/09/16/1059598/this-
artist-is-dominating-ai-generated-art-and-hes-not-happy-about-it/

Hocking I (2019) Portrait of an artist as collaborator: an interpretative phenomenological analysis 
of an artist. Frontiers in Psychology 10: 251.

Hong J-W (2018) Bias in perception of art produced by artificial intelligence. In: Kurosu M (ed.) 
Human-computer Interaction. Interaction in Context, HCI 2018, Lecture Notes in Computer 
Science, Vol. 10902. Cham: Springer, pp. 290–303. Available at: https://link.springer.
com/10.1007/978-3-319-91244-8_24 (accessed 15 March 2024).

Hong J-W and Curran NM (2019) Artificial intelligence, artists, and art: attitudes toward artwork 
produced by humans vs. artificial intelligence. ACM Transactions on Multimedia Computing, 
Communications, and Applications 15(Suppl. 2): 58.

https://www.telegraph.co.uk/technology/2019/03/22/rise-ai-artists-companies-set-cash/
https://www.telegraph.co.uk/technology/2019/03/22/rise-ai-artists-companies-set-cash/
https://eandt.theiet.org/content/articles/2023/02/the-rapid-rise-of-ai-art/
https://eandt.theiet.org/content/articles/2023/02/the-rapid-rise-of-ai-art/
https://papers.ssrn.com/abstract=4377900
http://theconversation.com/education-should-look-to-the-way-artists-are-embracing-ai-instead-of-turning-its-back-on-the-technology-209733
http://theconversation.com/education-should-look-to-the-way-artists-are-embracing-ai-instead-of-turning-its-back-on-the-technology-209733
http://technologyreview.com/2022/09/16/1059598/this-artist-is-dominating-ai-generated-art-and-hes-not-happy-about-it/
http://technologyreview.com/2022/09/16/1059598/this-artist-is-dominating-ai-generated-art-and-hes-not-happy-about-it/
https://link.springer.com/10.1007/978-3-319-91244-8_24
https://link.springer.com/10.1007/978-3-319-91244-8_24


Malecki et al.	 5429

Hong J-W, Fischer K, Ha Y, et al. (2022) Human, I wrote a song for you: an experiment testing 
the influence of machines’ attributes on the AI-composed music evaluation. Computers in 
Human Behavior 131: 107239.

Hutson J and Harper-Nichols M (2023) Generative AI and algorithmic art: disrupting the framing 
of meaning and rethinking the subject-object dilemma. Global Journal of Computer Science 
and Technology 23(D1): 55–61.

Jackson A (2023) Roundhill Investments launch fund with generative AI. Available at: https://
aimagazine.com/articles/roundhill-investments-launch-fund-with-generative-ai (accessed 15 
March 2024).

Jiang HH, Brown L, Cheng J, et al. (2023) AI art and its impact on artists. In: Proceedings of the 
2023 AAAI/ACM conference on AI, ethics, and society, AIES ’23, New York, 29 August. New 
York: Association for Computing Machinery, pp. 363–374.

Johnston H and Thue D (2024) Understanding visual artists’ values and attitudes towards collabo-
ration, technology, and AI. In: Graphics interface 2024 second deadline, 28 May. Available 
at: https://openreview.net/forum?id=MjRgUB2zPn (accessed 14 July 2024).

Jussupow E, Spohrer K and Heinzl A (2022) Identity threats as a reason for resistance to arti-
ficial intelligence: survey study with medical students and professionals. JMIR Formative 
Research 6(3): e28750.

Kaplan A and Haenlein M (2020) Rulers of the world, unite! the challenges and opportunities of 
artificial intelligence. Business Horizons 63(1): 37–50.

Kelley PG, Yang Y, Heldreth C, et al. (2021) Exciting, useful, worrying, futuristic: public percep-
tion of artificial intelligence in 8 countries. In: Proceedings of the 2021 AAAI/ACM confer-
ence on AI, ethics, and society, AIES ’21, New York, 30 July. New York: Association for 
Computing Machinery, pp. 627–637.

Kerschner C and Ehlers M-H (2016) A framework of attitudes towards technology in theory and 
practice. Ecological Economics 126: 139–151.

Kieslich K, Lünich M and Marcinkowski F (2021) The Threats of Artificial Intelligence Scale 
(TAI). International Journal of Social Robotics 13(7): 1563–1577.

Knight W (2023) Where the AI art boom came from – and where it’s going. Available at: https://
www.wired.com/gallery/where-the-ai-art-boom-came-from-and-where-its-going/ (accessed 
18 June 2023).

Kraatz K and Xie S (2023) Why AI art is not art–a Heideggerian critique. Synthesis Philosophica 
38(2): 235–253.

Latikka R, Bergdahl J, Savela N, et al. (2023) AI as an artist? a two-wave survey study on attitudes 
toward using artificial intelligence in art. Poetics 101: 101839.

Lingo EL and Tepper SJ (2013) Looking back, looking forward: arts-based careers and creative 
work. Work and Occupations 40(4): 337–363.

Lombard M and Xu K (2021) Social responses to media technologies in the 21st century: the 
media are social actors paradigm. Human-Machine Communication 2: 29–55.

McLean D (2023) What is AI art? how art generators work (2024). Available at: https://www.
elegantthemes.com/blog/design/what-is-ai-art (accessed 23 November 2024).

Manovich L (2019) Defining AI Arts: Three Proposals. AI and Dialog of Cultures [exhibition 
catalog]. Saint-Petersburg: Hermitage Museum.

Mastandrea S, Wagoner JA and Hogg MA (2021) Liking for abstract and representational art: 
national identity as an art appreciation heuristic. Psychology of Aesthetics, Creativity, and the 
Arts 15: 241–249.

Messingschlager TV and Appel M (2025) Mind ascribed to AI and the appreciation of AI-generated 
art. New Media & Society 27: 14614448231200248.

https://aimagazine.com/articles/roundhill-investments-launch-fund-with-generative-ai
https://aimagazine.com/articles/roundhill-investments-launch-fund-with-generative-ai
https://openreview.net/forum?id=MjRgUB2zPn
https://www.wired.com/gallery/where-the-ai-art-boom-came-from-and-where-its-going/
https://www.wired.com/gallery/where-the-ai-art-boom-came-from-and-where-its-going/
https://www.elegantthemes.com/blog/design/what-is-ai-art
https://www.elegantthemes.com/blog/design/what-is-ai-art


5430	 new media & society 27(9)

Michaels C (2024) The art world’s AI dilemma: how can artists and museums thrive when big tech 
controls the monetising of artificial intelligence? Available at: https://www.theartnewspaper.
com/2024/05/30/the-art-worlds-ai-dilemma-how-can-artists-and-museums-thrive-when-big-
tech-controls-the-monetising-of-artificial-intelligence (accessed 14 July 2024).

Millet K, Buehler F, Du G, et al. (2023) Defending humankind: anthropocentric bias in the appre-
ciation of AI art. Computers in Human Behavior 143: 107707.

Mirbabaie M, Brünker F, Möllmann Frick NRJ, et al. (2022) The rise of artificial intelligence–
understanding the AI identity threat at the workplace. Electronic Markets 32(1): 73–99.

Monteiro AR (2015) Sociology of the professions. In: Reis Monteiro A (ed.) The Teaching 
Profession: Present and Future. SpringerBriefs in Education. Cham: Springer, pp. 47–60.

Nass C and Moon Y (2000) Machines and mindlessness: social responses to computers. Journal 
of Social Issues 56(1): 81–103.

Nass C, Steuer J and Tauber ER (1994) Computers are social actors. In: Proceedings of the SIGCHI 
conference on human factors in computing systems celebrating interdependence, CHI ’94, 
Boston, MA, 24–28 April. New York: ACM Press, pp. 72–78.

Natale S and Henrickson L (2022) The Lovelace effect: perceptions of creativity in machines. New 
Media & Society 26: 1909–1926.

Oakley K (2009) From Bohemia to Britart–art students over 50 years. Cultural Trends 18: 
281–294.

Oppenlaender J, Linder R and Silvennoinen J (2023) Prompting AI art: an investigation into the 
creative skill of prompt engineering. arXiv:2303.13534. arXiv. Available at: http://arxiv.org/
abs/2303.13534 (accessed 18 June 2023).

Pelles G (1962) The image of the artist. The Journal of Aesthetics and Art Criticism 21(2): 119–137.
Pelowski M, Gerger G, Chetouani Y, et al. (2017) But is it really art? the classification of images as 

“art”/“not art” and correlation with appraisal and viewer interpersonal differences. Frontiers 
in Psychology 8: 1729.

Ragot M, Martin N and Cojean S (2020) AI-generated vs. human artworks. A perception bias 
towards artificial intelligence? In: Extended abstracts of the 2020 CHI conference on human 
factors in computing systems, CHI EA ’20, New York, 25 April. New York: Association for 
Computing Machinery, pp. 1–10.

Rapaport WJ (2023) Philosophy of Computer Science: An Introduction to the Issues and the 
Literature. Hoboken, NJ: John Wiley & Sons.

Roose K (2022) An A.I.-generated picture won an art prize. Artists aren’t happy. The New York 
Times, 2 September. Available at: https://www.nytimes.com/2022/09/02/technology/ai-arti-
ficial-intelligence-artists.html (accessed 15 March 2024).

Sauer A, Karras T, Laine S, et al. (2023) StyleGAN-T: unlocking the power of GANs for fast 
large-scale text-to-image synthesis. arXiv:2301.09515. arXiv. Available at: http://arxiv.org/
abs/2301.09515 (accessed 18 June 2023).

Schepman A and Rodway P (2023) The General Attitudes towards Artificial Intelligence Scale 
(GAAIS): confirmatory validation and associations with personality, corporate distrust, and 
general trust. International Journal of Human–Computer Interaction 39(13): 2724–2741.

Shvets D (2022) How AI creativity affects human art and business. Available at: https://www.
forbes.com/sites/forbesbusinesscouncil/2022/12/19/how-ai-creativity-affects-human-art-
and-business/ (accessed 18 June 2023).

Stein J-P and Ohler P (2017) Venturing into the uncanny valley of mind – the influence of mind 
attribution on the acceptance of human-like characters in a virtual reality setting. Cognition 
160: 43–50.

Sterbenz C (2023) DeviantArt’s decision to label AI images creates a vicious debate among art-
ists and users. ARTnews, 18 July. Available at: https://www.artnews.com/art-news/news/

https://www.theartnewspaper.com/2024/05/30/the-art-worlds-ai-dilemma-how-can-artists-and-museums-thrive-when-big-tech-controls-the-monetising-of-artificial-intelligence
https://www.theartnewspaper.com/2024/05/30/the-art-worlds-ai-dilemma-how-can-artists-and-museums-thrive-when-big-tech-controls-the-monetising-of-artificial-intelligence
https://www.theartnewspaper.com/2024/05/30/the-art-worlds-ai-dilemma-how-can-artists-and-museums-thrive-when-big-tech-controls-the-monetising-of-artificial-intelligence
http://arxiv.org/abs/2303.13534
http://arxiv.org/abs/2303.13534
https://www.nytimes.com/2022/09/02/technology/ai-artificial-intelligence-artists.html
https://www.nytimes.com/2022/09/02/technology/ai-artificial-intelligence-artists.html
http://arxiv.org/abs/2301.09515
http://arxiv.org/abs/2301.09515
https://www.forbes.com/sites/forbesbusinesscouncil/2022/12/19/how-ai-creativity-affects-human-art-and-business/
https://www.forbes.com/sites/forbesbusinesscouncil/2022/12/19/how-ai-creativity-affects-human-art-and-business/
https://www.forbes.com/sites/forbesbusinesscouncil/2022/12/19/how-ai-creativity-affects-human-art-and-business/
https://www.artnews.com/art-news/news/deviantart-artficial-intelligence-ai-images-midjourney-stabilityai-art-1234674400/


Malecki et al.	 5431

deviantart-artficial-intelligence-ai-images-midjourney-stabilityai-art-1234674400/ (accessed 
25 July 2024).

Strowel A (2023) ChatGPT and generative AI tools: theft of intellectual labor? IIC–International 
Review of Intellectual Property and Competition Law 54(4): 491–494.

Sundar SS (2020) Rise of machine agency: a framework for studying the psychology of Human–
AI interaction (HAII). Journal of Computer-Mediated Communication 25(1): 74–88.

Sundar SS and Kim J (2019) Machine heuristic: when we trust computers more than humans with 
our personal information. In: Proceedings of the 2019 CHI conference on human factors 
in computing systems, CHI ’19, New York, 2 May. New York: Association for Computing 
Machinery, pp. 1–9.

Tao W, Gao S and Yuan Y (2023) Boundary crossing: an experimental study of individual percep-
tions toward AIGC. Frontiers in Psychology 14: 1185880.

Taylor CL (2017) Creativity and mood disorder: a systematic review and meta-analysis. 
Perspectives on Psychological Science 12(6): 1040–1076.

Ting TT, Ling LY, Azam AIBA, et al. (2023) Artificial intelligence art: attitudes and perceptions 
toward human versus artificial intelligence artworks. AIP Conference Proceedings 2823(1): 
020003.

Townsend RM, Atkinson- Palombo C, Terbeck F, et al. (2021) Hopes and fears about autonomous 
vehicles. Case Studies on Transport Policy 9(4): 1933–1942.

Tunali T (2017) Contemporary art and the post-1989 art world. Dandelion: Postgraduate Arts 
Journal and Research Network 8(1): 1.

Turner CW (1997) Attributing intelligence to humans and machines: between the devil and the 
deep blue, see? In: Proceedings of the 4th AAAI conference on Deep Blue versus Kasparov: 
the significance for artificial intelligence, AAAIWS’97-04, Providence, RI, USA, 1 January. 
Washington, DC: AAAI Press, pp. 27–30.

Vacar T (2023) Artificial intelligence: harmless fun or a threat to humanity? KTVU FOX 2. 
Available at: https://www.ktvu.com/news/artificial-intelligence-harmless-fun-or-a-threat-to-
humanity (accessed 18 June 2023).

van der Laan JM (2016) Narratives of Technology. Berlin: Springer.
Van Tilburg WAP and Igou ER (2014) From Van Gogh to Lady Gaga: artist eccentricity increases per-

ceived artistic skill and art appreciation. European Journal of Social Psychology 44(2): 93–103.
Vieira LN (2020) Automation anxiety and translators. Translation Studies 13(1): 1–21.
Vimpari V, Kultima A, Hämäläinen P, et  al. (2023) “An adapt-or-die type of situation”: per-

ception, adoption, and use of text-to-image-generation AI by game industry professionals. 
Proceedings of the ACM on Human Computer Interaction 7(CHI PLAY): 379.

Volti R (2008) An Introduction to the Sociology of Work and Occupations. Los Angeles, CA: Pine 
Forge Press.

Wang C and Peng K (2023) AI experience predicts identification with humankind. Behavioral 
Sciences 13(2): 89.

Weatherbed J (2023) A bestselling fantasy novel is using AI-generated cover art. Available at: 
https://www.theverge.com/2023/5/15/23724102/sarah-j-maas-ai-generated-book-cover-
bloomsbury-house-of-earth-and-blood (accessed 25 June 2023).

Wiley C (2023) A photographer embraces the alien logic of A.I. The New Yorker, 8 May. Available 
at: https://www.newyorker.com/culture/photo-booth/a-photographer-embraces-the-alien-
logic-of-ai (accessed 14 July 2024).

Wingström R, Hautala J and Lundman R (2022) Redefining creativity in the era of AI? perspec-
tives of computer scientists and new media artists. Creativity Research Journal 36: 177–193.

Wu C-L, Huang S-Y, Chen P-Z, et al. (2020) A systematic review of creativity-related studies 
applying the remote associates test from 2000 to 2019. Frontiers in Psychology 11: 573432.

https://www.artnews.com/art-news/news/deviantart-artficial-intelligence-ai-images-midjourney-stabilityai-art-1234674400/
https://www.ktvu.com/news/artificial-intelligence-harmless-fun-or-a-threat-to-humanity
https://www.ktvu.com/news/artificial-intelligence-harmless-fun-or-a-threat-to-humanity
https://www.theverge.com/2023/5/15/23724102/sarah-j-maas-ai-generated-book-cover-bloomsbury-house-of-earth-and-blood
https://www.theverge.com/2023/5/15/23724102/sarah-j-maas-ai-generated-book-cover-bloomsbury-house-of-earth-and-blood
https://www.newyorker.com/culture/photo-booth/a-photographer-embraces-the-alien-logic-of-ai
https://www.newyorker.com/culture/photo-booth/a-photographer-embraces-the-alien-logic-of-ai


5432	 new media & society 27(9)

Xiang C (2022) Artists are revolting against AI art on ArtStation. Vice. Available at: https://www.
vice.com/en/article/ake9me/artists-are-revolt-against-ai-art-on-artstation (accessed 18 June 
2023).

Xu K, Liu F, Mou Y, et al. (2020) Using machine learning to learn machines: a cross-cultural study 
of users’ responses to machine-generated artworks. Journal of Broadcasting & Electronic 
Media 64(4): 566–591.

Yogeeswaran K, Zlotowski J, Livingstone M, et al. (2016) The interactive effects of robot anthro-
pomorphism and robot ability on perceived threat and support for robotics research. Journal 
of Human-Robot Interaction 5(2): 29–47.

Złotowski J, Yogeeswaran K and Bartneck C (2017) Can we control it? autonomous robots 
threaten human identity, uniqueness, safety, and resources. International Journal of Human-
Computer Studies 100: 48–54.

Zeilinger M (2021) Tactical Entanglements. Lüneburg: Meson Press.
Zhang T (2023) Artificial artists: AI artist achieves acclaim! The Science Survey. Available at: 

https://thesciencesurvey.com/news/2023/01/18/artificial-artists-ai-artist-achieves-acclaims/ 
(accessed 25 June 2023).

Zhou Y, Shi Y, Lu W, et al. (2022) Did artificial intelligence invade humans? the study on the 
mechanism of patients’ willingness to accept artificial intelligence medical care: from the 
perspective of intergroup threat theory. Frontiers in Psychology 13: 866124.

Zylinska J (2020) AI Art: Machine Visions and Warped Dreams. Illustrated ed. London: Open 
Humanities Press CIC.

Author biographies

W P Malecki is a professor in the Department of Literary Theory at the University of Wroclaw, 
Poland. His research focuses on how narratives shape perception, attitudes, and behavior across 
media, with particular interests in narrative immersion, environmental communication, and crea-
tive applications of generative AI. His work has been published in journals such as Poetics, 
Climatic Change, and the Journal of Personality and Social Psychology, and has been featured in 
The New York Times and Psychology Today.

Tanja V Messingschlager is a researcher at the Human-Computer-Media Institute, University of 
Würzburg, Germany. She is interested in research on psychological aspects of social media and 
new technologies, with a special interest in human reactions to creative artificial intelligence and 
perception of AI bias in generative AI.

Markus Appel, Dr. Phil. (University of Cologne, Germany), is a professor and chair at the Human-
Computer-Media Institute at University of Würzburg, Germany. He is the head of the Psychology 
of Communication and New Media research team. He is interested in psychological questions 
regarding media and technology.

https://www.vice.com/en/article/ake9me/artists-are-revolt-against-ai-art-on-artstation
https://www.vice.com/en/article/ake9me/artists-are-revolt-against-ai-art-on-artstation
https://thesciencesurvey.com/news/2023/01/18/artificial-artists-ai-artist-achieves-acclaims/

