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Abstract
Political polarization is threatening the welfare of individuals and societies.

Connecting insights gained from interpersonal communication to human-machine
communication, we hypothesized that positive interactions with Al could reduce polarization
between humans. To evaluate this proposition, two experiments were conducted, in which
human participants (N = 1035) communicated with Al chatbots in real time. The bots engaged
in different communication styles while opposing the participants’ most polarized political
views. Across both experiments, engaging with a counterarguing Al chatbot led to significant
issue depolarization. Al chatbots exhibiting high (vs. low) conversational receptiveness and
active listening during the Al conversation resulted in stronger affective depolarization
towards humans, higher participant intellectual humility, and a greater willingness to engage
in future conversations with holders of opposing opinions — Al and humans alike. Our
experiments show that LLMs are powerful tools for individual depolarization and the
promotion of beneficial cognitive processing skills.
Keywords
Artificial Intelligence, Large Language Models, Polarization, Political Communication,

Human-Machine Communication, Human-AI-Interaction

Lay Summary
Extreme political views and negative feelings towards others who disagree politically have
become a threat to current democracies. This study tested whether brief conversations with an
Al chatbot could reduce extreme views and make people more open to understanding the
other political side. In two online experiments, 1,035 U.S. adults chatted live with a chatbot
about one of four political topics. The topics were strongly polarized, such as gun regulation
or U.S. aid to Ukraine. The bot was programmed to communicate in different ways and
participants chatted with only one version of the bot. One bot counterargued and was firm and
direct in its argumentation. Another bot counterargued as well, but showed more acceptance
of different views and asked questions. A third bot talked about an unrelated, non-political
topic. After the chat, people who received counterarguments from the bot held less extreme
views than those who had a chat on a non-political topic. When the bot also accepted others’
positions and asked questions, participants felt warmer toward other people who disagreed
with them. They also showed more recognition of possible limits in their knowledge, and they

were more willing to engage in future talks across the partisan divide.
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Reducing Political Polarization Through Conversations with Artificial Intelligence
Recent developments in the tone of public and private debates have sparked concerns
among scientists and the public alike: Over the past years, disagreements about political
issues have become decidedly more contemptuous and hostile (affective polarization; Finkel
et al., 2020; Voelkel et al., 2024). Concomitantly, opinions on political issues have become
more extreme (issue polarization; Mason et al., 2015; Jost et al., 2022). Polarization generally
has been linked to a host of adverse outcomes like exacerbated intergroup conflict (Harel et
al., 2020; Piazza et al., 2023), weakened support for democracy and cooperation (Berntzen et
al., 2024; Kingzette et al., 2021, but see Broockman & Kalla, 2023), and weakened responses
to collective crises like climate change (Bolsen & Shapiro, 2018), and COVID-19 (Druckman
et al., 2021). Recent results regarding the reduction of conspiracy beliefs suggest that human-
computer interactions could offer a way to mitigate the adverse effects of certain societal
developments such as the proliferation of disinformation and conspiratorial thinking (Costello
et al., 2024). The current study develops this idea further by showing how the application of
prior research from the field of human-to-human communication (HHC) can successfully be
applied to human-machine communication (HMC) — with downstream results for
interpersonal relationships and individual cognitive processing. This research is driven by the
thought that artificial intelligence can act not only as a mere mechanical fact-checker but
increasingly becomes a social actor whose interactions carry important psychological
consequences. Like communicative experiences in HHC, effects of communication in HMC
might not only be driven by the content of the conversation, but also how people perceive
their conversational partner based on their conversational behavior.
Communication and Polarization
Polarization is a phenomenon based, at least partly, on interactions in socio-

communicative contexts (Arendt et al., 2023; Jost et al., 2022; Lorenz-Spreen et al., 2023).

The rise of digital, especially social, media has been associated with a general increase in
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hostility and polarization in current democracies. Toxic cross-partisan interactions have been
shown to aggravate existing biases towards other groups with social media fueling such toxic
interactions (Bail et al., 2018; Rathje et al., 2021; Kligler-Vilenchik et al., 2020).

Although polarization has often been described as a negative tendency with downsides
for individuals and societies (Berntzen et al., 2024; Finkel et al., 2020; Jost et al., 2022;
Kingzette et al., 2021), things are more complicated. As Kreiss and McGregor (2024) note,
polarization can arise from power struggles between marginalized groups exerting their right
to have equal democratic power compared to others — increasing polarization in favor of
advancing a democratic goal. Thus, whereas polarization itself can be detrimental to
democratic functioning by reducing the ability to find consensus on important policy issues
(Voelkel et al., 2024), reducing polarization by finding consensus might not be warranted for
some political issues. If one side of the polarized spectrum is advancing views that run
counter to democratic constitutions (e.g., sexist, homophobic or racist positions), reducing
polarization is not a reasonable goal. As a consequence, we focus here on the depolarization
of political positions that fall within the scope of productive democratic conversations.

Concerns about the influence of polarization on democratic functioning have been
exacerbated lately by the rise of artificial intelligence (Al), especially large language models
(LLMs; Breum et al., 2024; Garry et al., 2024). LLM-generated social agents will
increasingly become a ubiquitous part of communicative online environments (Breum et al.,
2024; Jakesch et al., 2023; Tsvetkova et al., 2024). With the capabilities of LLMs to generate
natural language in different communication styles — that humans often cannot distinguish
from human-to-human communication (HHC; Jakesch et al., 2023) —, research on the effects
of Al communication on intergroup relationships, cognitive processing, and political attitudes
is increasingly important.

Even though we share the concern that Al can be used to seed misinformation,

exacerbate biases, and seed animosity towards outgroups on social media, we also see the
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chance that human-machine communication (HMC) with Al can benefit intergroup
relationships through experiencing positive conversations with Al. With the rise of Al, and
specifically LLMs, another, non-human, social actor has entered communicative social
environments (Tsvetkova et al., 2024). As the computers-are-social-actors framework (CASA)
posits, humans will treat machines similar to other humans (Nass & Moon, 2000; Nass et al.,
1994), with HMC potentially incurring similar downstream consequences as HHC. The
underlying idea of CASA is that machines as social actors exhibit certain social cues, e.g., the
ability to produce natural language, and therefore trigger the same social scripts that
interacting with other humans would (Gambino et al., 2020). If an interaction triggers social
scripts and heuristics, people will treat machines as social actors. However, extant scholarship
has not yet leveraged the possibility of systematically changing a machine’s conversational
behavior to experimentally investigate the causal effects of machine communication behavior
on attitudes and intergroup relationships.

Applying CASA to research on intergroup relationships, we hypothesize that
conversations with Al can have positive effects on human political and interpersonal attitudes,
similarly to the double-edged effects of HHC on polarization and intergroup conflict: In HHC,
polarization can be exacerbated through toxic interactions and mitigated through positive
interactions (Hartman et al., 2022). This extends previous research on CASA, and human-Al-
interactions (HAII) generally in two important ways: We, first, hypothesize, that not only will
humans treat machines as if they are social actors (CASA) once these machines elicit certain
social cues, but that if they interact with machines as if they were social actors, effects elicited
by these interactions can carry over to subsequent judgements of other non-machine social
actors. We, second, provide evidence that even though people’s scripts regarding human-
computer interactions might have evolved after the original development of CASA so that

people do not equate machines and social actors as easily anymore (see e.g., Gambino et al.,
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2020; Lee, 2024; Ratan et al., 2025), the social cues elicited by interactions with current
LLMs could be enough to elicit reciprocating social scripts from HHC.
Conversational Receptiveness and Active Listening

Previous research on polarization has shown that interpersonal contact reduced
polarization — if certain requirements were met (Wojcieszak et al., 2020, Combs et al., 2023;
Santoro & Broockman, 2022). Some approaches to depolarization have therefore relied on
teaching interaction or communication skills before engaging in cross-partisan contact —
preparing partisans for positive intergroup contact (Minson et al., in press; Tuller et al., 2015;
Yeomans et al., 2020; Hartman et al., 2022). What affective responses accompany such
positive cross-partisan contact, however, has not largely been studied to date: In this study, we
propose that positivity resonance could be an affective mediator explaining the effects of
productive intergroup interactions and subsequent depolarization. Positivity resonance
describes experiences in which people share a high-quality interpersonal connection with each
other, characterized by shared positive affect and mutual care (Major et al., 2018).
Experiencing such episodes with others would likely reduce negative affect towards them,
i.e., reduce affective polarization.

Most notably among the communicative approaches developed to reduce polarization
were conversational receptiveness and active listening. Both describe a set of linguistic
behaviors with which an interlocutor signals that they are open to the other person’s views.
Conversational receptiveness encompasses behaviors like hedging, using acknowledgement
phrases, and refraining from negating the other person’s viewpoints to signal openness to the
opposing view in a conversation (Minson et al., in press; Yeomans et al., 2020). Experiencing
conversational receptiveness by a disagreeing other positively influenced evaluations of the
conversation partner and encouraged similar linguistic behaviors. In experimental and
observational studies, conversational receptiveness has hitherto been examined only in text-

based communication between two or more human conversation partners (Yeomans et al.,
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2020; Minson et al., in press). The settings varied from static vignette studies to mostly
asynchronous chats to a few studies with real-time HHC chat environments.

Similarly, active listening denotes a set of behaviors that signal being non-
judgmentally interested in another person’s views and fully trying to comprehend these views
(Kluger & Itzchakov, 2022; Itzchakov et al., 2024a). This entails behaviors that have mostly
been tested in real-time face-to-face HHC, like backchanneling, nodding, paraphrasing, or
asking questions. Active listening could therefore be understood as a conversational technique
encompassing conversational receptiveness and adding specific active listening behaviors.
Experiencing active listening from a conversation partner has been connected to a couple of
polarization-relevant outcomes such as more open-minded self-reflection (Itzchakov et al.,
2017, 2018; Itzchakov et al., 2024a), and issue depolarization (Itzchakov et al., 2024a).

This openness towards other people’s views is captured by the psychological construct
of intellectual humility. Intellectual humility generally comprises “a meta-cognitive ability to
recognize the limitations of one’s beliefs and knowledge” (Porter et al., 2022). Higher
intellectual humility has not only been shown to be related to lower levels of affective
polarization (Brienza et al., 2021; Knochelmann & Cohrs, 2024), but also a reduction in
extreme attitudes (Porter et al., 2022; Smith, 2023). However, it is still largely unclear how
intellectual humility can be fostered (Porter et al., 2022): While one study by Itzchakov et al.
(2024a) has found that intellectual humility can be increased by active listening, compared to
unresponsive listening, it is still unclear if these results can also transfer to a context in which
arguments are exchanged, as in a political discussion (Santoro et al., 2025). We therefore
propose that intellectual humility could be increased by experiencing a conversation with a
seemingly humble other that signals their openness towards one’s own views by practicing
conversational receptiveness and active listening. We were additionally interested in whether

active listening can have an effect even when multiple cues from face-to-face communication
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such as nodding or backchanneling are missing — and if the actor that is practicing active
listening is not a human being.
The Current Study

In this study, we investigate the causal effects of Al communication on affective as
well as issue depolarization, human conversational receptiveness, and intellectual humility in
two pre-registered online experiments (N = 1035). In both experiments, participants interacted
with a few-shot prompted Al chatbot based on OpenAl’s GPT-4o0-mini in a live chat. Our
manipulation thus offered a highly interactive real-time discussion between a human and an
Al For examples of the chats and the experimental design, please refer to Figure 1.
Participants were fully aware that they were engaging with an Al and not a human being. For
these Al conversations, we experimentally manipulated Al conversation styles by having
participants interact with either a conversationally unreceptive Al, a conversationally
receptive Al, a conversationally receptive Al that additionally engaged in active listening
behaviors, or a control group that had a pleasant conversation about a nonpolitical topic (for
the Al prompts, see Supplemental Material S1). This made sure that our measured reductions
in polarization were not just attributable to having had a pleasant interaction — but
experiencing conversational receptiveness and active listening in a conversation with a
counterarguing Al.

We hypothesized that a conversation with a chatbot that displays receptiveness would
result in reduced issue and affective polarization (H1). More specifically, we expected that
this chatbot would lead to lower issue polarization as compared to a chatbot that
communicated about an unrelated topic (control group, Hla) and compared to a conversation
with a chatbot that communicated about the topic but did not show any receptive

communicative behavior (unreceptive group; HIb). We further expected that the receptive
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chatbot would lead to lower affective polarization, as compared to the control group (Hlc),
and as compared to the unreceptive group (H1d).!

Similarly, we expected that a conversation with a chatbot that displays receptiveness
and active listening would result in reduced issue polarization (H2a compared to the control
group; H2b compared to the unreceptive group) and in reduced affective polarization (H2c
compared to the control group; H2d compared to the unreceptive group).

In Experiment 2, attitudes towards Al (ATTARI, Stein et al., 2024) were included as a
moderator of the effects on issue depolarization, and positivity resonance was included as a
mediator on affective depolarization. We expected that the effects of political conversations
on issue depolarization would be stronger with more positive attitudes towards Al (H2e), and
we expected that active listening and conversational receptiveness would increase positivity
resonance compared to unreceptive counterarguing — with positivity resonance in turn
predicting higher affective depolarization (H2f).

We further expected that participants would reciprocate conversational receptiveness
in the political discussions. Thus, we expected that the conversational receptiveness that
participants showed was higher when the chatbot displayed conversational receptiveness than
in the control group (H3a) and in the unreceptive group (H3b).

Shedding light on the effects of discussions on intellectual humility and the
consequences of intellectual humility on issue depolarization, we furthermore hypothesized
that intellectual humility would mediate as well as moderate (Holbert et al., 2024) the effects
of political discussions with Al on issue depolarization (H4). More specifically, we expected
that the effect of the chatbot showing conversational receptiveness as compared to the

unreceptive chatbot and the control group on issue depolarization would be mediated by

!'In this article, we consolidate the findings of two experiments that were preregistered separately but with an
overlapping set of hypotheses. For the results disaggregated by experiment and each individual (sub-)hypothesis,
please refer to the Supplemental Material S2. We additionally changed the order for H1 and H2 slightly to
increase the narrative flow of the results section. H1b is now Hlc and vice-versa; H2b is now H2c¢, and vice-
versa (see also Table S2.1).



DEPOLARIZATION THROUGH CONVERSATIONS WITHAI 9

intellectual humility (H4a). Similarly, we expected that the effect of the chatbot showing
conversational receptiveness and active listening compared to both other groups on issue
depolarization to be mediated by intellectual humility (H4b).

In Experiment 2, we additionally tested a moderating effect of pre-conversation
intellectual humility, i.e., if higher pre-conversation intellectual humility increases issue
depolarization. We expected that the effect of the active listening and conversational
receptiveness group as well as the unreceptive group versus the control group would increase
with higher intellectual humility (H4c). This should indicate whether pre-conversation
intellectual humility makes someone more open to changing one’s views based on political
counterarguing.

We last hypothesized that chatbots that displayed conversational receptiveness and
active listening (as compared to the unreceptive chatbot) would increase participants’ future
approach tendencies towards the Al (H5a) — as well as participants’ future approach
tendencies towards human holders of a differing opinion (H5b). Extending Kndchelmann and
Cohrs’ (2024) findings to real-time chat interactions, we expected these effects to be mediated
by the perceived Al intellectual humility (H5c).

Because we did not observe differing effects in Experiment 1, Experiment 2 did not
include the purely receptive group that did not engage in active listening behaviors to increase
statistical power.

Methods

Both experiments were conducted as between participant experiments (between factor:
Al conversation experience) with pre- and post-measurements for the main dependent
variables. This measurement approach ensured we would achieve a high-powered internally
valid study design (Clifford et al., 2021).

Data and Ethics Statement
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Both experiments reported in this article were preregistered (Experiment 1:
https://aspredicted.org/nn4h-792w.pdf; Experiment 2: https://aspredicted.org/ctsr-hSyk.pdf).
We adhere to FAIR data standards (Stall et al., 2019): All materials and data are openly
available at the following OSF repository: https://doi.org/10.17605/OSF.I0/BPFQ9. Before
being able to participate in the experiments, all participants were informed about the length
and content of the experiments, as well as our general data protection guidelines and had to
give their informed consent. Both experiments and materials were approved by the
institutional review board at our research university (name anonymized for peer review). In
all experiments, participants were unaware of the condition assignment until the debriefing.
Participants

For both experiments, in order to achieve sufficient power to detect a small effect in an
ANOVA, we conducted a power analysis for a small effect of /= .15, a = .05, B = .80 using
G*Power (Faul et al., 2007). This yielded a required sample size of 492 participants. In order
to account for careless responders and technical difficulties, we collected data from 20 percent
more participants and preregistered to as well as collected data from N = 600 participants for
both experiments. In the first experiment, we wanted to test the possible effects of Al
engagement in a polarized sample: Participants were invited to participate on Prolific using a
U.S.-only sample with participants who had self-identified as partisans of either the
Democratic or Republican party. Prolific has been shown to yield high-quality data for online
experiments — surpassing other online subject pools such as MTurk, Qualtrics, or common
university samples (Douglas et al., 2023). Survey platforms such as Prolific, additionally,
offer access to a broader population than standard laboratory experiments — but are still
limited to the overall population of online users (Paolacci & Chandler, 2014).

After applying our preregistered exclusion criteria (see the Supplemental Material S3),
our final sample for Experiment 1 amounted to n» = 508, which comes with a sensitivity of /=

.147 for a = .05, B = .80. In Experiment 2, we collected data from a quota-representative
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sample (age, gender, race and ethnicity) of the U. S. population in order to see if the results
found in the partisan sample of Experiment 1 also translated to a more general population.
Data was again collected using Prolific. We collected data from 610 people (i.e., we collected
10 participants more than expected due to valid responses that were timed-out on the Prolific
platform). After applying our exclusion criteria, our final sample included 527 participants.
Sample characteristics, including a comparison with the U.S. census can be found in Table 1.
Procedure and Experimental Manipulation

Before participants entered the main manipulation of our experiment and engaged with
the Al chatbots, in both experiments, they first had to indicate their issue polarization on four
of the most polarized political issues in the U.S. at the time the experiment was conducted on
11-point bipolar scales (Daniller et al., 2024). For the political issue that participants had
reported the highest issue polarization (for more information, see Measures), participants
were subsequently tasked to elaborate on their opinion in an open text field in at least three
sentences. This opinion later served as a conversation starter for the Al conversation, our
experimental manipulation (see below, and Fig. 1E). If the participants’ issue polarization was
equally high on several topics, they were randomly assigned to discuss one of these topics
with the Al Participants were not made aware of the fact that this was their most polarized
issue. After this initial measurement, we presented measures of affective polarization. The
first experiment was conducted between the 29th and 31st of January 2025 after DOGE had
already held their first press conference on January 24th, and news about Ukraine were
widespread even though the direct negotiations between the U.S. and Russia had not started
yet. Data for Experiment 2 were collected on the 19th of February 2025, when the first
meeting between Russia and the U.S. regarding the war in Ukraine had already taken place on
February 18th, but before the fallout between the U.S. and Ukraine leaders in the White

House on February 28th.
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After these initial measurements the main experimental manipulation took place: All
participants interacted with an Al chatbot based on OpenAl’s LLM GPT-40-mini (version
2024-07-18) in a live chat conversation implemented using JavaScript in Qualtrics (for a
visualization, see Figures 1A to 1D. GPT-40-mini was used for its ability to provide real-time
low-latency dialogue with activated safety-filters at a relatively low cost. GPT-40-mini
additionally has been shown to follow instructions well — making it suitable for this
experimental manipulation (Dussolle et al., 2025). All participants were made aware of the
fact that they were engaging in a conversation with a conversational Al. The only restriction
imposed on participants’ chat conversations was that participants had to send at least six
messages to the Al before being able to continue with the survey to ensure that the
conversation was long enough to find substantial effects. In order to keep internal validity as
high as possible, we did not use any source cues other than the prescript “Al” for Al-written
messages and the prescript ““You™ for the participant messages, as several studies have shown
that certain source cues like anthropomorphic presentations of the Al could have an influence
on the participants’ message processing (e.g., Go & Sundar, 2018; Sun et al., 2024).

For the three experimental groups, participants were chatting with the bot about the
political issue they had indicated the most extreme view about. All three experimental bots
were tasked to come up with and present counterarguments to the participants’ views. The
three experimental bots, however, differed in their conversational behavior, that is, the way
they presented these counterarguments. We manipulated the bots’ conversational behavior by
changing the system prompt of the LLM in our underlying call to the OpenAI-API. For more
information on this and the exact prompts please refer to the Supplemental Material S1.
Generally, system prompts are specific instructions unknown to the end user that strongly
affect how an LLM generates its answers. GPT-4o-mini has been shown to adhere to these
instructions well (Dussole et al., 2025). These system prompts were based closely on the

experimental manipulations and results from past research on polarization in HHC. The three
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bots either presented their counterarguments in a conversationally unreceptive way

(unreceptive group, Figure 1C), practiced conversational receptiveness (receptive group,
Figure 1B), or practiced conversational receptiveness and additionally engaged in active
listening behaviors (active listening and conversational receptiveness group; Figure 1A).

For the manipulation of conversational receptiveness, we relied on the results and
instructions of Minson et al. (in press) and Yeomans et al. (2020). Minson et al. (in press) and
Yeomans et al. (2020) identified a set of linguistic behaviors that signal conversational
receptiveness and unreceptiveness in HHC: We therefore instructed the conversationally
unreceptive bot to not use words and phrases that signal conversational receptiveness and
instead use words and phrases that signal not being conversationally receptive. The bot
exhibiting conversational receptiveness was similarly instructed to use behaviors that signal
conversational receptiveness and refrain from using language that signals conversational
unreceptiveness. The bots were clearly instructed to use a specific set of linguistic behaviors,
so we did not have to rely on the AI’s interpretation of receptiveness.

The active listening bot was instructed similarly to the receptive bot with the addition
of engaging in active listening behaviors at the end of every message. The specific linguistic
behaviors used in active listening were adapted from (Kluger & Itzchakov, 2022) as well as
the experimental manipulation used in (Itzchakov et al., 2024a). A linguistic manipulation
check using the politeness-R-package (version 0.9.3; Yeomans et al., 2018) showed that the
experimental manipulation was successful (see Results and the Supplemental Material S4).

A fourth group served as a general control condition that was asked by the bot about
their experience with firefighters, which has already been used as a control group for Al
interaction studies by Costello et al. (2024). For an example conversation, see Fig. 1D.

For the experimental conditions, the first user message that was sent to the chatbot —
and portrayed in the conversation box of the survey — was the opinion participants had

indicated in the open text field prior to the conversation. For the control condition, the chatbot
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asked participants about their experience with firefighters in the first message. After the
chatbot interactions, all dependent variables were measured (for visualization, see Figure 1E).
Measures

Issue Polarization

Our measure of issue polarization consisted of four bipolar 11-point scale items
measuring participants’ attitudes towards four of the most polarized topics at the time the
experiment was conducted (Daniller et al., 2024). The four topics were the U.S. involvement
regarding the war in Ukraine, the budget deficit, gun regulation, and U.S. energy policy. The
two poles of the items were positions that an extreme conservative or extreme liberal would
take on these issues. The items were designed based on the bipolar items used in general
population surveys like ANES and Pew Research surveys and have in a similar fashion
already been successfully employed in past research on issue polarization (Casas et al., 2023;
for the specific items, please refer to Supplemental Material S5). By choosing these topics and
designing the items in a careful way, we made sure that a reduction in issue as well as
affective polarization for the extremes of the scale would be a normatively warranted
democratic goal: For the federal budget, for instance, it should make cross-partisan
cooperation easier if cross-partisans can acknowledge that the allocation of federal spending
is not an extreme black-or-white issue.

As our measure of issue polarization, we took the absolute value of the difference
between a participant’s individual score and the middle of the scale. This common approach
of measuring attitude extremity regarding political topics results in both extremes receiving
the same value (Casas et al., 2023; Chen et al., 2022; Powell et al., 1984). For our specific
purpose, we ran a pre-test with 100 participants and 11 possible bipolar items to select the
most suitable four, ensuring the differing items’ abilities to capture partisan issue polarization.

For a description and results of the pretest, please refer to the Supplemental Material S6.
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To measure issue depolarization, we measured issue polarization before and after the
Al conversation, resulting in M (before) = 4.09 (Experiment 1) and M (before) = 4.05
(Experiment 2), SD (before) = 1.07 (Experiment 1 & 2), M (after) = 3.54 (Experiment 1), and
M (after) = 3.42 (Experiment 2), SD (after) = 1.49 (Experiment 1) and SD (after) = 1.52
(Experiment 2). The numerical measure for issue depolarization was calculated by subtracting
the post-conversation issue polarization value from the pre-conversation issue polarization
value (with M = 0.55, SD = 1.15, on average in Experiment 1, and M = 0.63, SD = 1.14 in
Experiment 2).
Affective Polarization

In accordance with prior research on affective polarization, we measured affective
polarization with two different measures: a feeling thermometer and a semantic differential
prior to and after the conversation (Kndchelmann et al., 2024, Voelkel et al., 2024; Tyler &
Iyengar, 2024; Wojcieszak et al., 2020). Given the multiple polarized issues tested in this
experiment, we opted to ask for affect towards people who would disagree with a participant
on the issue they had reported being most polarized about. We specifically asked participants
to report their affective reaction towards people who would disagree with them, to be sure that
we capture possible effects of Al conversations on human-to-human, not human-Al
relationships. The feeling thermometer question asked participants to indicate their feelings
towards a person who would disagree with them on issue X on a slider from 0 = extremely
cold, to 100 = extremely warm. For every participant, we replaced the X with a brief issue
description of the issue they had previously indicated being most polarized about. Mean
ratings before the conversation were M = 36.53, SD = 24.27 for Experiment 1, and M = 38.85,
SD = 23.85, for Experiment 2. Mean ratings after the conversation were M = 38.42, SD =
24.33, for Experiment 1, and M = 40.76, SD = 24.44, for Experiment 2.

The semantic differential similarly asked participants to describe a person who would

disagree with them on their most polarized issue using six characteristics: selfish,
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hypocritical, mean, open-minded, intelligent, empathetic (1 = not at all, 7 = very much). A
mean value of the scale was then calculated with the items asking about selfishness, meanness
and hypocrisy being recoded so that a higher value indicated more positive feeling towards a
person who would disagree. Mean ratings were M = 3.62, SD = 1.26 (Experiment 1, before),
and M =3.74, SD = 1.32 (Experiment 2, before), M = 3.73, SD = 1.35 (Experiment 1, after)
and M =3.90, SD = 1.41 (Experiment 2, after). The reliability of the semantic differential
scale was similarly good in both experiments, ® (before) = .83, o (after) = .85. For both the
feeling thermometer and the semantic differential, a measure of affective depolarization was
computed by subtracting the pre-conversation values from the post-conversation values.
Intellectual Humility

We measured topic-specific intellectual humility by adapting the short version of
Hoyle et al.’s (2016) scale, by asking “Please tell us about your personal stance on [Most
polarized issue description] by indicating your agreement with the following statements” for
four statements such as: “I am open to new information around [Most polarized issue
description] that might change my view.” (1 = not at all, 7 = very much). The reliability of the
scale was very high, ® =.90, M =4.26, SD = 1.64. In Experiment 1, intellectual humility was
only measured post-conversation. In Experiment 2, we measured intellectual humility before,
M=422,5D=1.64, ®= .90, and after the conversation, M =4.42, SD=1.72, ®=.93. In
order to test the possible mediating effect of intellectual humility on experiencing active
listening and conversational receptiveness, we computed a change score of intellectual
humility by deducting the pre-conversation humility score from the post-conversation
humility score, M = 0.20, SD = 0.72.
Willingness for Future Interactions

After the conversation, we additionally measured participants’ willingness to interact
with the specific Al again that they had just interacted with (1 = not at all, 7 = very much), M

=4.79, 8D =2.22, in Experiment 1, and M =4.91, SD = 2.24, in Experiment 2. We
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furthermore measured how willing they would be to interact with a person who does not share
their opinion on their most polarized issue in the future (1 = not at all, 7 = very much), M =
4.52, SD = 1.80, in Experiment 1, and M =4.91, SD = 1.72 in Experiment 2.
Perceived Listening

In order to add a psychometric manipulation check of the active listening manipulation
in Experiment 2, we adapted four items from the constructive listening behaviors sub-scale of
the Facilitating Listening Scale by Kluger and Bouskila-Yam (2017), which is commonly
used as a manipulation check in active listening interventions (e.g., Kluger et al., 2024a,
2024b). This scale is intended to measure listening perceptions by the person being listened
to, example item: “During the conversation, the Al created a positive atmosphere for me to
talk.” All items were answered on a 7-point-scale (1 = not at all, 7 = very much). Higher
scores reflected better perceived listening. The reliability in our sample was high, M = 4.79,
SD=1.99, o = .91.
Positivity Resonance

In order to further investigate the effects of experiencing active listening and
conversational receptiveness on affective depolarization, we measured the affective mediator
of positivity resonance after the Al conversation in Experiment 2. We adapted a short version
of the perceived positivity resonance scale by using four items from (Major et al., 2018). We
additionally modified the items so that they asked about positivity resonance with the Al
instead of humans. Instead of asking, for instance, “did you experience a mutual sense of
warmth and concern toward the other(s)?”, we specifically asked “did you experience a
mutual sense of warmth and concern toward the AI?” All items were answered on a 7-point-
scale (1 = not at all, 7 = very much). Note that the dependent measures we expected to be
influenced by Al positivity resonance specifically asked about relationships between humans,
not humans and Al. Even though we only used four items from the scale, it yielded a good

reliability, M = 4.66, SD = 1.74, ® = 91.
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Perceived Al Intellectual Humility.

From Kndchelmann and Cohrs (2024), we adapted their measure of perceived partner
intellectual humility in Experiment 2. As perceived intellectual humility predicted approach
tendencies in their study, we hypothesized that perceived Al intellectual humility might also
play a role in influencing the approach tendencies we had measured in Experiment 1.
Perceived Al intellectual humility was measured with four items, answered on a 7-point-scale
(1 =not at all, 7 = very much); example item: “The Al is willing to learn from others.” This
scale again yielded a good reliability, M = 3.85, SD = 1.71, ® = .92.

Attitudes Towards AI (ATTARI).

We furthermore collected participants attitudes towards Al in general before the
conversation because pre-existing attitudes might have an influence on participants’
experiences during the Al conversations. We used the four cognitive indicators from Stein et
al. (2024), example item: “Al creates problems rather than solving them”. Despite using only
the four cognitive items of the original 12-item scale, it yielded a good reliability, M = 4.48,
SD =134, o = .85.

Statistical Analysis

Data was cleaned and composite variables computed using /BM SPSS 29. All analyses
were conducted using R, version 4.3.2, for all the packages used in our analyses please refer
to the Markdown on OSF. As pre-registered, we conducted two-tailed significance tests with o
=.050 throughout the manuscript. Mediation analyses were conducted using PROCESS 4.3 in
R (Hayes, 2022). For all mediation analyses, experimental group was entered as a
multicategorical effect-coded antecedent, all other variables were entered as continuous
variables. Results report 95% Bootstrap Cls based on 10.000 bootstrap samples. For brevity
and conciseness, we report both experiments simultaneously in the following Results section.
For clarity, we report ANOVASs on depolarization outcomes, i.e., the difference scores

between pre-conversation polarization and post-conversation polarization (see Measures),
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which is conceptually and mathematically equivalent to the pre-registered hypothesized
interaction effects between measurement point (pre- vs. post-conversation) and experimental
group. For the specific tests of each pre-registered hypothesis per experiment in the pre-
registered order and with measurement repeated ANOVAs, please refer to the Supplemental
Material S2. We also report sensitivity analyses with regression models using several
covariates in the Online Supplement (S7). In line with our pre-registered hypotheses, we
compare the active listening and conversationally receptive groups with the control and
unreceptive groups in the subsequent analyses.
Results

Manipulation Checks

As expected, our linguistic manipulation check using the receptiveness measure from
the politeness-R-package based on prior research on intergroup contact (Minson et al., in
press; Yeomans et al., 2020), revealed the successful manipulation of conversational
receptiveness through our system prompts between the four experimental groups in
Experiment 1, F(3,504) = 434.20, p <.001, n>= .72, and the three groups in Experiment 2;
F(2,524) = 692.30, p < .001, n?>= .68. Post-hoc tests on estimated marginal means revealed
that the conversational receptiveness as well as the conversational receptiveness and active
listening group experienced significantly more conversational receptiveness than the control
group as well as the unreceptive group (d’s ranging from 2.43 to 4.07; see also Fig. 2D and
2E; for exact values and more linguistic markers, see Supplemental Material S3). The
perceived listening scale employed in Experiment 2 as a psychometric manipulation check
additionally showed that the active listening and conversational receptiveness group
experienced significantly more active listening, F(2, 524) = 711.20, p < .001, n?= .73; post-
hoc contrast against the unreceptive group #524) =32.71, p <.001; d = 3.50, 95%-CI [3.20,
3.80]. This indicates the success of the experimental manipulation (see also Figures 2D and

2E).
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Al Active Listening and Receptiveness Reduce Affective as well as Issue Polarization

Across both experiments, we found consistent evidence that experiencing
conversational receptiveness and active listening in Al conversations reduced affective as well
as issue polarization (see Fig. 2 A to C). In the following, we mainly report meta-analytic
effect sizes based on fixed effects across both experiments (Goh et al., 2016). For the results
disaggregated by experiment, please refer to Figure 2 and the Supplemental Material S2.
Our first hypothesis concerned the receptive group without active listening which was
included in Experiment 1 only. In this section we report ANOVA scores with post hoc
contrasts in case the omnibus ANOVA was significant based on the results of Experiment 1.
For issue depolarization, we did not find significant differences between groups, F(3, 504) =
1.42, p=.236,>=.007. Thus, Hla and H1b were rejected. Concerning affective
depolarization, we found significant group differences for the feeling thermometer, F(3, 504)
=13.43, p <.001, n?>= .03, as well as the semantic differential, F(3, 504) = 4.78, p = .002, n*>=
.07. Post-hoc contrasts indicated that these differences were not attributable to differences
between the purely receptive group and the control group, with #(504) = 1.69, p =.091, d =
0.21, 95%-CI [-0.03, 0.46] for the semantic differential, and #504) =-0.12, p =.944, d = -
0.01, 95%-CI [-0.25, 0.24] for the feeling thermometer. Thus, Hlc was rejected. Post-hoc
contrasts revealed, however, significant differences between the receptive group and the
unreceptive group, #(504) = 2.60, p =.010, d = 0.33, 95%-CI [0.08, 0.58] for the semantic
differential, and #504) = 4.32, p <.001, d = 0.55, 95%-CI [0.30, 0.80] for the feeling
thermometer. Thus, H1d was supported, indicating that conversations with a receptive chatbot
reduced affective polarization, as compared to a chatbot that showed unreceptive
communicative behavior.

Our second hypothesis concerned the group that interacted with a chatbot displaying
conversational receptiveness and active listening which was an experimental condition in both

experiments. Concerning issue depolarization, we found positive effects of experiencing
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active listening and conversational receptiveness, meta-analytic d = 0.27, Z=3.27, p = .001,
95%-CI[0.11, 0.43] across both Experiments, as compared to the control group. Thus, support
for H2a was found. Similar effects on issue polarization were observed when the unreceptive
Al group was compared to the control group, meta-analytic d = 0.28, Z=3.47, p <.001, 95%-
CI[0.12, 0.44]. Testing H2b, no significant differences in issue polarization were observed
between counterarguing from a conversationally receptive and active listening Al compared to
the unreceptive Al, meta-analytic d = -0.04, Z = 0.54, p = .295, 95%-CI [-0.12, 0.20].
Connecting the results obtained for H2a and H2b, it seemed that Al counterarguing had a
significant effect in reducing issue polarization regardless of the communicative strategy used
to present the counterarguments in. These effects seemed to be independent from prior
attitudes towards Al (H2e), with the interaction term between group allocation and attitudes
towards Al being non-significant, F(2, 521) = 0.85, p = .430, n?>= .003.

Regarding affective polarization, we found consistent positive effects of experiencing
active listening and conversational receptiveness by a counterarguing Al as measured by a
feeling thermometer as well as a semantic differential compared to the control group (H2c),
the meta-analytic effect size d for the semantic differential measure was 0.31, Z=3.79, p <
.001, 95%-CI [0.15, 0.47]. Results for the feeling thermometer were similar, meta-analytic d =
0.23,Z2=2.84, p=.002, 95%-CI [0.07, 0.39]. Thus, H2c was supported. In comparison to the
group that chatted with the Al chatbot that counterargued in a less receptive way, experiencing
active listening and conversational receptiveness in a political discussion with an Al reduced
affective polarization (H2d) with d = 0.31, Z=3.83, p <.001; 95%-C [0.15, 0.47] as
measured by the semantic differential, and d = 0.55, Z=6.64, p <.001, 95%-CI [0.39, 0.71],
as measured by the feeling thermometer. Therefore, H2d was also supported. These results
showed that experiencing active listening and conversational receptiveness in a political
conversation with an Al had significant positive effects on affective depolarization compared

to a conversation that was pleasant, but nonpolitical, as well as compared to a political
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discussion with an Al that did not engage in active listening and conversational receptiveness
behaviors.

We further investigated the role of shared positive affect, i.e., positivity resonance, in
the Al conversation as a mediator on affective depolarization in Experiment 2. We expected
active listening and conversational receptiveness to increase positivity resonance and
positivity resonance subsequently to increase affective depolarization, resulting in a
significant mediation effect (H2f). Al conversation styles significantly impacted participants’
positivity resonance, F(3,524) = 121.06, p < .001, n?>= .32, indicating that people can
experience different levels of shared positive affect not only with humans, but also with
artificial social actors. Positivity resonance mediated the effects of experiencing active
listening and conversational receptiveness on affective polarization as measured by the
semantic differential, indirect effect b = 0.06; 95%-CI [0.03, 0.09]. The indirect effect
estimate did not reach significance for the feeling thermometer measure even though the
direction of the effect was the same; b = 0.41, 95%-CI [-0.23, 1.12]. For all coefficients, see
Fig. 3B. Thus, H2f was partially supported.

Participants Reciprocate AI Conversational Receptiveness

Our third hypothesis expected participants to reciprocate conversational receptiveness
towards an Al compared to the control (H3a) as well as the unreceptive group (H3b).
Participants reciprocated conversational receptiveness towards a receptive Al that additionally
engaged in active listening behaviors across the two experiments compared to the control
group, d =0.49, Z=5.91, p <.001, 95%-CI [0.33, 0.65], as well as compared to the
unreceptive group, d =0.61, Z=7.41, p <.001; 95%-CI [0.45, 0.78] (see Fig. 2D and 2E for
results disaggregated by experiment). For pure conversational receptiveness tested in
Experiment 1, results were similar: Participants who were exposed to conversational
receptiveness in their conversation with the Al exhibited more conversationally receptive

behavior themselves, compared to the control group, #504) =3.51, p <.001, d =0.61, 95%-
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CI[0.37, 0.86], as well as the unreceptive group, #(504) = 5.28, p <.001, d = 0.67, 95%-CI
[0.42, 0.92]. The results of reciprocated conversational receptiveness seemed to be confined
to the conversation at hand: When prompting participants to reply to another study
participant’s opinion on a different topic, there were no differences in conversational
receptiveness across groups (H3c; Experiment 2, see Supplement S2).
Al Conversational Receptiveness and Active Listening Increase Intellectual Humility

In H4, we expected the effects of political Al discussions to be mediated (H4a for
conversational receptiveness, H4b for conversational receptiveness and active listening) and
moderated (H4c, only tested in Experiment 2) by intellectual humility. Rejecting H4a, we did
not observe a significant mediation effect of pure conversational receptiveness in Experiment
1, indirect effect estimate, b = -.01 [-.05, .02]. Supporting H4b, across the two experiments,
we found consistent support for the hypothesis that experiencing active listening and
conversational receptiveness in a political Al conversation increased intellectual humility,
meta-analytic d = 0.26, Z=3.19, p = .001, 95%-CI [0.10, 0.42]. Intellectual humility was also
consistently associated with issue depolarization, meta-analytic » = .18, Z=5.65, p <.001,
95%-CI =[0.12; 0.24]. This resulted in a significant mediating effect of intellectual humility
on issue depolarization in Experiment 2, indirect effect » = 0.04; 95%-CI [0.01, 0.08] (full
model in Fig. 3A). Rejecting H4c, we did not observe a moderating effect of pre-conversation
intellectual humility in Experiment 2, interaction effect estimates, b = -.001, 95%-CI [-.08,
.08] for the effect between the unreceptive and control group, and b = .03, 95%-CI [-.05, .11]
for the active listening and control group. Thus H4c was not confirmed.
Al Conversational Receptiveness and Active Listening Enhance Approach Tendencies
Towards Holders of Different Opinions

Across the two experiments we last found consistent causal evidence that positive Al
interactions could impact approach tendencies towards holders of different opinions — Al

(H5a) as well as humans (H5b). Since our hypotheses here only concerned intergroup contact
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with disagreeing others, we preregistered to compare the receptive and active listening to the
unreceptive group. Results were significant for approach tendencies towards the Al, meta-
analytic d = 1.35, Z = 15.00, p <.001, 95%-CI [1.17, 1.53], supporting H5a. More
importantly, experiencing conversational receptiveness and active listening in the Al
conversation made the participants also more willing to engage in contact with another person
who was likely to disagree with them on the issue they were most polarized on, meta-analytic
d=0.29,7Z=3.66,p<.001,95%-CI[0.13, 0.44], supporting HSb. We found these effects to
be mediated by how intellectually humble participants perceived the Al to be, b = 0.83, 95%-
CI [0.67, 1.00], for approach tendencies towards the Al, and b = 0.26, 95%-CI = [0.14, 0.40];
for approaching human holders of a different opinion, supporting H5c. Participants thus
seemed to generalize their Al conversation experience to potential human conversation
experiences. For the full mediation model including all coefficients, please refer to Fig. 3C.
Discussion

Political polarization is widely discussed as a threat for democratic functioning (e.g.,
Arendt et al., 2023; Berntzen et al., 2024; Jost et al., 2022) and recent increases in polarization
have been attributed partly to digital communication on social media (Kligler-Vilenchik et al.,
2020; Lorenz-Spreen et al., 2023; Rathje et al., 2021). Advances in generative artificial
intelligence have provided the opportunity to create chatbots that fluently communicate with
online communication partners — a feature that was impossible to implement just a few years
ago (e.g., French, 2000; Mei et al., 2024; Turing, 1950). Al-based chatbots will increasingly
be encountered as conversation partners in everyday communicative settings (Hajli et al,
2022; Wischnewski et al., 2024). Shifting the focus from challenges to the opportunities of
generative Al (see also Argyle et al., 2023; Costello et al., 2024), we aimed at examining this
technology’s potential to reduce polarization. We leveraged the possibility that the
characteristics of the chatbots’ communication patterns can be specified by users (or

researchers), by guiding the LLM with the help of system prompts. Based on recent research
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on HHC (Itzchakov et al., 2024a; Kluger & Itzchakov, 2022; Minson et al., in press; Yeomans
et al., 2020) we guided the LLMs to converse with humans and to provide counterarguments
against participants’ most extreme standpoints on four different polarized political topics.
Across two experiments, we showed that conversations with chatbots about polarized topics
reduced issue and affective polarization immediately after the conversation, and chatbots that
displayed conversational receptiveness and active listening were particularly successful.
Regarding issue polarization, we found that participants who engaged in a conversation
with a counterarguing Al chatbot changed their opinion and had a less extreme standpoint
after the exchange, as compared to participants who engaged in a conversation with an Al
chatbot about an unrelated topic. Regarding affective polarization, chatbots that were
instructed to exhibit conversational receptiveness and active listening yielded affective
depolarization, as compared to counterarguing chatbots that were programmed to be
unreceptive as well as the receptive control bots that discussed a nonpolitical topic. Regarding
the willingness to engage in future conversations, political Al chatbots that expressed
conversational receptiveness and active listening behaviors had additional beneficial effects as
compared to the unreceptive chatbot. Not only were participants in the first group more
willing to engage with the same counterarguing chatbot in the future — participants in the
receptive and active listening group were also more willing to engage with human
communication partners with a different standpoint. These results strongly support theory and
evidence from HHC that highlighted the effectiveness of receptive communicative patterns
and active listening when confronting extreme positions (Itzchakov et al., 2024a; Yeomans et
al., 2020). We were also interested in the processes underlying these effects. Linguistic
analyses of the conversations in both experiments showed that in conversations in which the
Al chatbot expressed high conversational receptiveness, participants showed higher
conversational receptiveness themselves, providing computational evidence consistent with

recent calls to revisit and revise CASA (Gambino et al., 2020; Ratan, 2025): When interacting
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with LLM-powered chatbots that were clearly labeled as Al in multiple parts of the study,
participants nonetheless applied social scripts from HHC, such as reciprocated conversational
receptiveness.

Intellectual humility has often been investigated as a variable influencing polarization
(Bowes et al., 2020; Brienza et al. 2021; Knochelmann & Cohrs 2024; Porter & Schumann,
2018). Our findings corroborated the importance of intellectual humility in the context of
polarization. We found that conversations with an Al that showed conversational
receptiveness and active listening increased intellectual humility, and thus reduced issue
polarization, resulting in a significant mediation effect. Corroborating and extending
Itzchakov et al.’s (2024a) findings, we found that even in a persuasive context, active
listening and conversational receptiveness could increase topic-specific intellectual humility.
We additionally found that receptiveness and active listening by an Al significantly increased
positivity resonance which subsequently led to affective depolarization. Replicating and
extending Knochelmann and Cohr’s (2024) findings, we also found that perceived Al
intellectual humility influenced the significant effects of Al conversational behavior on
approach tendencies towards the Al as well as humans. This extended their findings in two
important ways: It first showed that communication patterns could impact perceived
intellectual humility as well as the conversation partner’s own intellectual humility — with
positive downstream consequences on resulting approach tendencies. It second showed that
perceived Al intellectual humility of a counterarguing Al could transfer to approach
tendencies towards humans.

These findings expand our current understanding of CASA by demonstrating that
people not only apply social scripts from HHC to HMC with LLM-powered chatbots. But
these interactions also elicit significant affective responses such as positivity resonance and
affective polarization that conceptually stem from research on human relationships and

interactions: Positivity resonance, defined as co-experienced mutual positive affect can, by
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definition, not be reciprocated by an Al. The Al conversations observed in our study also
seemed to have significant cognitive and interpersonal consequences, namely in the
willingness to engage with different opinions (intellectual humility) and with different, also
human, opinion holders.

Our project connects HHC and HMC and advances theory building in both fields. Not
only does this work extend recent theory and research on depolarizing interventions (Hartman
et al. 2022; Jost et al., 2022), showing that counterarguing implemented in Al chatbots can
lead to issue depolarization and affective depolarization. These findings are in line with recent
evidence that conversations with an LLM chatbot can reduce participants’ beliefs in
conspiracy theories (Costello et al., 2024). Going beyond the latter results, we further showed
that the linguistic patterns of conversations implemented in the LLM affect the results — and
that Al conversations can impact important interpersonal processes such as positivity
resonance, polarization, and approach tendencies.

Demonstrating the benefits of conversational receptiveness and active listening
executed by an Al could also provide a test for the related HHC theories (Kluger & Itzchakov,
2022; Minson et al., in press): The chatbot discussions in this study provided a more
interactive real-time discussion experience than most previous studies on conversational
receptiveness — while offering a test of the efficacy of active listening with reduced social
cues and a non-human listening partner. The consistency between HHC theory and our results
further adds to our knowledge on human responses to LLMs and HMC more generally. In all
conditions across both experiments, participants were informed upfront that they were to
converse with an Al (and their interaction partner was labelled “AI” in the graphical user
interface). Thus, it appears that humans can accept LLMs as conversation partners on political
topics under certain conditions.

Our findings are also highly relevant from an applied perspective. Our results illustrate

a way to reduce political polarization online, at least temporarily. LLM-based social actors are
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increasingly common in many digital spaces from social media to knowledge platforms like
Wikipedia (Tsvetkova et al., 2024), though these contexts vary in, for example, interactivity or
politicization. Our research suggests potential mechanisms on how these LLM-based social
actors could be used for depolarization: By implementing positive conversation behaviors like
conversational receptiveness and active listening through LLMs, in certain structured one-on-
one conversation contexts, LLMs may support more constructive engagement in
disagreements.
Limitations and Future Research

Despite the contributions of this project, several limitations should be pointed out, as
doing so might offer valuable starting points for future research endeavors. First, we need to
acknowledge that the insights gained are limited to Al chatbot communication. We did not
compare Al chatbot communication to HHC online (i.e., by instructing and allocating human
communication partners) or to HMC with HHC labelling (i.e., by attributing the AI messages
to a human source). The obstacles of such approaches notwithstanding (e.g., participants may
doubt the source manipulation), comparisons between Al chatbot conversations and instances
of online HHC are encouraged, to delineate the consequences of preconceptions and heuristics
about political conversations with LLMs (Sundar, 2020; Yang & Sundar, 2024).

Second, our implementation of conversational receptiveness (based on Yeomans,
2020, Minson et al., in press) and active listening (based on Itzchakov et al., 2024a) does not
allow for a nuanced comparison between both approaches. Rather, our operationalization
emphasized the overlap, implementing questions as the additional component of the active
listening manipulation that differed from the conversational receptiveness condition. Given
that our work is the first to examine how different counterarguing communication strategies
implemented in LLMs differ regarding their effects on attitudes, beliefs, and approach

tendencies, we built a path to future research on the processing and effects of different
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linguistic patterns implemented in LLMs. Such approaches may profit from insights gained
from HHC or persuasion theories, more generally (e.g., Green & Appel, 2024).

Third, we acknowledge that LLM communication could be a double-edged sword.
Even though we highlighted the possibility of positive changes through HMC, HMC
communication techniques could also be used to advance undemocratic and unscientific
goals. Regarding depolarization, specifically, we do not see a worthwhile goal in depolarizing
a debate whenever one side’s positions are opposed to democratic constitutions (e.g., racist,
homophobic, or sexist viewpoints). From a perspective of democratic equality, the struggle
for equal political recognition of a minority group may, for example, not call for
depolarization (e.g., Kreiss & McGregor, 2024). A depolarizing chatbot could therefore be
problematic, as it may convince people that the perspective of the repressors of that minority
is valuable. This underscores the promises as well as drawbacks of using LLMs for political
conversations: On the one hand such conversations could benefit the exchange of arguments
and mutual understanding. On the other hand, we concur with recent analyses of polarization
that point out the importance of looking at the political issues addressed when investigating
polarization (Jost, 2024; Kreiss & McGregor, 2024). As a consequence, we caution that
conversations such as the ones tested in this study could also be used by political actors to
increase democratically unacceptable views.

Our results additionally showed that using LLMs as unreceptive conversation partners
could fuel polarization in comparison to a control group. Even though this might not
necessarily translate to additional polarization on many social media platforms, since the
discourse there is already toxic (e.g., Rathje et al., 2021), this highlights the importance of
developing appropriate guardrails for LLMs. Our findings suggest that guardrails
implemented in LLMs may benefit from addressing the communicative behavior of the Al in
addition to simple content moderation. It further begs the question whether repeated exposure

to receptive or unreceptive chatbots (and humans) could decrease or strengthen the effects
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observed in this study. Concomitantly, it also needs to be pointed out that not all LLMs might
produce the same results, as different LLMs are trained on different data, have different pre-
defined safety guardrails and might offer less, or more, customizability to the developer.
Whereas the relatively supportive GPT-4o (Peters, 2025) might have depolarizing effects,
other models might yield less favorable results, e.g., if they are trained on a specific, often
toxic, social media platform. Even though the use of one specific LLM in this study is a
limitation to be noted, its results point to the importance of addressing differences in LLM
conversation behaviors in future research.
Conclusion

Across two online experiments, participants who engaged in a discussion with a
counterarguing Al chatbot showed less polarized attitudes (issue polarization) than
participants who conversed with an Al chatbot about an unrelated topic. When the Al chatbots
were prompted to exhibit conversational receptiveness and active listening, participants
showed these linguistic communicative patterns themselves. Conversational receptiveness and
active listening further contributed to affective depolarization and to the willingness to engage
with opposing opinions (by Al and humans alike) in the future. LLMs could be used for
individual depolarization in structured one-on-one conversations, and communicative patterns

found to be productive in HHC are beneficial when crafting HMC as well.
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Table 1.
Sample Characteristics for Experiments 1 and 2.
Variable U.S. Census Experiment 1 Experiment 2
(2024 projection)
Sample (N) 266,978,268 508 527
Gender
Male 49.5% 30.9% 47.6%
Female 50.5% 68.3% 50.3%
Non-Binary n.a. 0.8% 2.1%
Age (years) n.a. M=40.71 M=46.29
n.a. SD=13.22 SD =16.02
18-24 11.8% 10.4% 11.6%
25-34 17.1% 25.4% 16.5%
35-44 15.3% 26.8% 18.2%
45-54 15.6% 23.0% 16.1%
55-64 13.3% 9.3% 23.1%
Over 65 22.9% 5.1% 14.4%
Race
Black or African- 15.2% 13.6% 11.4%
American
Asian 7.9% 4.7% 8.7%
Hispanic or LatinX 17.3% 7.5% 10.2%
(multiracial)
White 77.6% 73.6% 67.4%
Middle-Eastern n.a. 0.6% 0.4%
Native American or 0.5% 0.0% 1.9%
Pacific Islander
Educational
Attainment
Not finished High 8.5% 0.2% 1.1%
School
High School 27.9% 24.4% 23.7%
Diploma
Vocational Training 10.9% 18.1% 18.4%
or Associate’s
Degree
Bachelor’s Degree 37.7% 36.0% 36.4%
Master’s Degree 11.3% 16.7% 16.5%
Specialized 1.4% 1.6% 2.1%
Professional
Degree
PhD 2.2% 3.0% 1.7%

Note. All Census data stem from the official 2024 projection of the 2020 U.S. census. All
percentages are based on people over 18 years of age as this was the inclusion criterion
for this study.



Fig. 1.

Example Conversations for the Al Chatbots and Experimental Setup.
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You: | believe that the right to bear arms is a
constitutional right that cannot and should not
be taken away from American citizens. | believe
that we as Americans have the right to own guns
to protect ourselves, to use them for hobbies or
feed our families. The Government should not
have the right to tell us what we can and cannot
have.

Al | can understand why you feel strongly about
the right to bear arms, as it's deeply rooted in
American history and values of personal
freedom. It can be helpful to consider that while
the Second Amendment is indeed a

that we as Americans have the right to own guns
to protect ourselves, to use them for hobbies or
feed our families. The Government should not
have the right to tell us what we can and cannot
have.

1A

Al | see what you mean. The right to bear arms
is indeed a deeply held belief for many
Americans, and it is connected to personal
safety and freedom. However, it can be more
helpful to consider that the debate about gun
ownership often includes concerns about public
safety and the potential for violence. Some
people argue that certain regulations could help

constitutional right, there are also discussions
around public safety and the responsibility that
comes with owning firearms. Some people argue
that certain regulations could help prevent gun
violence while still allowing responsible citizens to
own guns for protection and hobbies. What are
your thoughts on finding a balance between
individual rights and community safety? Could

prevent dangerous situations, while still
respecting the rights of responsible gun owners.
For instance, background checks and safety
courses might ensure that firearms are kept out
of the hands of individuals who could pose a risk
to themselves or others. Balancing rights with
safety can be a complex issue, and exploring this
balance might lead to a more nuanced

you share more about why you believe
regulations would be harmful?

understanding of the topic.

1B

You: | believe that the right to bear arms is a
constitutional right that cannot and should not
be taken away from American citizens. | believe
that we as Americans have the right to own guns
to protect ourselves, to use them for hobbies or
feed our families. The Government should not
have the right to tell us what we can and cannot

1C

have.

Al: That is not true. While the Second
Amendment does grant the right to bear arms, it
is crucial to recognize that this right does not
come without limitations. There are many
regulations in place concerning gun ownership,
and these are in place to protect citizens from
gun violence and to ensure that firearms do not
end up in the hands of those who may use them
irresponsibly. Your belief that the government
should have no say in gun ownership is troubling.
A lack of regulation can lead to dangerous
consequences, such as increased crime rates
and accidents involving firearms. It is important
to balance individual rights with the overall
safety of society. Responsible gun ownership

Al: Hello! In todays conversation, I'd love to hear
about your experiences with firefighters. Have
you ever had any experiences with firefighters or
any thoughts or feelings about them?

1D

You: Ive always held firefighters in high regard.
While | haven't personally experienced an
emergency where their help was needed, Ive
seen and heard countless stories that highlight
their incredible bravery and dedication. |
remember attending a community fire safety
event where firefighters not only demonstrated
their skills but also took the time to explain how
to prevent fires and stay safe.

Al: That sounds like a really valuable experience!
It's great to see firefighters being proactive in
teaching the community about safety. What did
you find most impressive or memorable about
the event? Did anything they demonstrated or
talked about stand out to you?
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Figure 2.
Combined Results for Issue as well as Affective Depolarization and Reciprocated Conversational
Receptiveness across Experiments.
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Note. Fig. 2 shows the results for issue depolarization (2A), the semantic differential (2B) and feeling

thermometer (2C) measures of affective depolarization, disaggregated by experiment and experimental
condition. The first plot for each experimental condition (e.g., “Control”) shows the data for
Experiment 1, the second plot for Experiment 2. Higher values indicate depolarization, values below
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zero indicate polarization. Effect sizes are meta-analytic for groups included in Experiment 1 and
Experiment 2. Fig. 2D shows the receptiveness scores for the chatbots and participants for Experiment
1, Fig. 2E for Experiment 2. Effect sizes show Bonferroni-Holm corrected post-hoc contrasts between
all experimental groups for each experiment for the participants’ conversational receptiveness values.
Grey lines connect a single participant’s values for experienced conversational receptiveness (by the
Al) and their own conversational receptiveness. Higher values indicate more, lower values less
exhibited conversational receptiveness. Middle bars for all graphs show group mean values (bold
black line) with 95% Bootstrap Cls based on 5000 bootstrap samples represented by the box around
the line. ** p <.001, * p <.050.

Figure 3.
Preregistered Path Models Testing Mediating Effects of Intellectual Humility, Positivity Resonance,
and Perceived Al Intellectual Humility in Experiment 2.
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Note. Figure 3 shows the pre-registered path models including the mediating effects of intellectual
humility on issue depolarization, felt positivity resonance with the Al on affective depolarization, and
perceived Al intellectual humility on approach tendencies. Analyses were conducted using PROCESS
4.3 in R. Brackets show 95%-Cls. ** p <.001, * p <.050.



